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Introduction Générale

Ce mémoire explore la mise en place d'un réseau SDN au sein de Bejaia Logistique, une entreprise

confrontée a des défis croissants liés a la gestion de ses infrastructures réseau traditionnelles.

Le SDN, ou Software-Defined Networking, propose une gestion dynamique et centralisée des réseaux
via des logiciels, séparant le plan de contréle du plan de données. Et les réseaux traditionnels, souvent

rigides et complexes, peinent a s’adapter aux besoins changeants des entreprises modernes.

Bejaia Logistique, comme beaucoup d'autres, fait face a des problemes de scalabilité, de
performance et de sécurité. Le SDN apparait comme une solution prometteuse, offrant une gestion plus

agile et centralisée des ressources réseau.

Notre intérét pour les réseaux SDN découle de notre passion pour les technologies de I'information
et de la communication. Aprés avoir constaté les limites des réseaux traditionnels au cours de divers
stages et projets, je suis convaincu que le SDN représente I'avenir des infrastructures réseau. Ce mémoire
est une opportunité de contribuer a l'innovation technologique chez Bejaia Logistique,Avec
I'augmentation exponentielle de I'utilisation des technologies de I'information, les réseaux traditionnels
montrent leurs limites, étant complexes a configurer et difficiles a faire évoluer. La gestion des données
et des services devient de plus en plus ardue avec les outils traditionnels. Face a ces défis, les chercheurs
ont développé le SDN, une approche qui centralise et simplifie la gestion des réseaux. Le SDN permet
aux administrateurs de controler et d'automatiser le réseau via une interface logicielle, offrant ainsi une

flexibilité et une agilité accrues pour une gestion plus efficace des ressources réseau.

L’ objectif de ce travail est de présenter et d’identifier ce paradigme incontournable pour les
réseaux du futur : le réseau programmable ou SDN. Ce concept ouvre la voie a des réseaux plus

intelligents et flexibles, préts a répondre aux besoins des applications commerciales futures.
Ce mémoire est structuré en quatre chapitres :
Présentation de I’organisme d’accueil : Introduction a Bejaia Logistique et ses défis actuels.

Généralités sur les réseaux informatiques : Vue d’ensemble des réseaux traditionnels et des

problématiques qu’ils posent.
Principe de réseau SDN : Exploration détaillée du SDN, de ses composants et de ses avantages.

Implémentation et Simulation d’un réseau SDN : Mise en ceuvre pratique d’une solution SDN.



Chapitre 1
Etude de I’existant

1.1. Introduction

L'étude de I'existant constitue une étape cruciale dans la mise en place d'un projet de réseau
SDN (Software-Defined Networking). Dans ce chapitre, nous poserons la problématique de
I’entreprise aprés nous allons nous pencher sur la SARL Bejaia Logistique, en commencant par une
présentation et I’historique de I’entreprise, depuis sa création jusqu'a ses activités actuelles. Nous
étudierons également la situation informatique de I’entreprise, en examinant les outils et les
technologies utilisés pour optimiser ses opérations logistiques. Enfin, nous analyserons les besoins
spécifiques de I'entreprise et proposerons des solutions adaptées et efficaces pour la transition vers

un réseau SDN.

1.2. Présentation de I’organisme d’accueil
1.2.1. Présentation de I’entreprise Bejaia Logistique

La SARL Bejaia Logistique a été fondée en 2008 et est reconnue comme I’une des
principales entreprises algériennes spécialisées dans le transport routier. Sa réputation de qualité
et sa notoriété nationale sont le fruit de son important parc de transport, ainsi que de ses offres de
location d’engins et de mateériel pour les travaux publics, la manutention, la location de véhicules
avec ou sans chauffeur, et le transport de produits pétroliers. Elle est enregistrée aupres du
registre de commerce sous le numéro 07B0185663. Bejaia Logistique est implantée dans la zone
industrielle AHRIK, IGHZER AMOKRAN, située dans la commune d’Ouzellaguen, dans la
wilaya de Bejaia, au nord-est de I’Algérie. Elle possede un capital de 95 400 000 DA et a réalisé
un chiffre d’affaires de 1 940 619 000 DA en 2017. L’entreprise se concentre sur la fourniture de
solutions logistiques dans divers domaines, ce qui explique la multiplication de ses clients
internes et externes. [1]
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1.3. Historique de Bejaia Logistique

Au d"épart, avant d’obtenir son statut juridique de SARL, BL (Bejaia Logistique) était un
service de parc et de transport dans I’entreprise de production d’eau minérale et de boissons
diverses appelée SARL Ibrahim et Fils ”Ifri”. La création de ce service remonte a 2002, avec pour
mission de transporter les marchandises produites par I’entreprise dans tout le pays. Au fil des
années, la production d’Ifri a augmenté, mais son systeme de distribution a été confronté a de
nombreux problemes. Les couts de maintenance de ses moyens de transport étaient également tres
élevés, en particulier pendant la période hivernale. Pour alléger cette charge et “éviter les couts
associés a I’utilisation de ses propres véhicules, Ifri a d"acide de d”"centraliser son service de parc
et de transport.

Cette entreprise a été nommée Bejaia Logistique (BL) et a “été créée en octobre 2008. Au
début, BL n"était qu’une petite entreprise chargée uniquement du transport des marchandises de
sa société mere. Cependant, au fil des ans, elle a connu un grand succes et a vu son activité
évoluer au fur et a mesure de sa performance. Grace a” une excellente gestion, elle est devenue
une entreprise indépendante qui agit et pense par elle-méme. Elle est passée d’une petite
entreprise en 2008 a* une moyenne entreprise, puis a* une grande entreprise en seulement 10
ans.[1]

‘Béjaia
Z‘H.f{ Logistique

Figure 1- Logo de Bejaia Logistique . [1]



Chapitrel.Etude de I’existant

1.4. Cadre juridique de Bejaia Logistique

Numeéro de registre de commerce est : 98B0182615 ;

Numéro d’article d’imposition : 06360646615 ;

Numéro d’identifiant fiscale : 099806018261598.

(D

Raison sociale: Sarl « IBRAHIM®&KFILS » IFRI.

Forme juridigue: Socié¢té a Responsabilité Limitée
(SARL)

Capital: 1.293.000.000,00DA

Le fondateur de la SARL IFRI: IBRAHIM Laid
Date de création: 7996

Effectifs: 1178

Missions: Production d’eau minérale et de Boissons
diverses

Si¢ége social: Ighzer-Amokrane-Ifri Ouzellaguen_ 06010
Bejaia-Algérie

Téléphone: 00 213 34 35 12 66

Figure 2- fiche signalétique du Groupe IFRI

1.5. Les activités de Bejaia Logistique

La Sarl BL offre un large eventail de services, notamment le transport public de
marchandises, la location d’engins et de véhicules avec ou sans chauffeur, ainsi que la location de
mateériel pour les batiments et les travaux publics. Au quotidien, BL se fixe de nombreuses missions
liées a ses activités, telles que : Garantir la satisfaction des clients. Assurer la sécurité des personnes
et des biens en relation avec les activites de transport. Gérer la conduite, I’exploitation et la

maintenance de ses réseaux d’activités, et étendre ses activités dans des zones inexplorées hors du

pays.
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1.6. Infrastructure informatique de Bejaia logistique

L’entreprise d’accueil dispose d’un ensemble complet d’interfrastuctures informatique pour
soutenir ses activités. Au total, nous avons 08 ordinateur, répartis dans different départements et
services. Ces ordinateurs sont soigneusement sélectionnés pour répondre aux besoins spécifiques de

chaque équipe.

En ce qui concerne les logiciels, I’entreprise utilise au totale 18 applications et programmes
informatique pour faciliter ses opérations. Parmi ces logiciels, 3 ont été développés en interne,
specialement congus pour répondre aux exigences particuliéres de I’entreprise, En ce qui concerne
I’infrastructure matérielle, I’entreprise dispose de 09 imprimantes pour répondre aux besoins
d’impression de ses employés. Ces impriment son stratégiquement réparties dans les différents
bureaux et département pour garantir une accessibilité facile a tous, Pour assurer une connectivité
réseau fiable, I’entreprise possédé 13 équipements réseau, tels que des routeurs, des commutateurs
et des ponts d’acces sans fil. Ces équipements assurent une communication fluide entre les

ordinateurs et les autres périphérique connectes au réseau

En ce qui concerne la sécurité, I’entreprise dispose de 7 caméras de surveillance qui sont

installés a des endroit clés de I’entreprise pour assurer la sécurité des locaux et des biens.
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1.7. Structure de Bejaia Logistique

1.7.1. L’organigramme générale

Directeur Général
Assistante de Controleur de
direction Gestion
Ingénieur
Informatique

Facturation et Technico

recouvrement commercial

Help Desk

[ ]
Chef de service Finnace et Responsable Responsable du
Maintenance comptabilité approvisionment Personel
Chef de groupe ‘ Responsable L Cadre comptable t Chargé t Gestionnaire du \\ Controlleur
entretien Méthodes principale d'ordonnancement personel vérificateur E/S

Figure 3— organigramme générale de I’entreprise BL

1.8. La structure organisationnelle
1.8.1. La direction générale

Elle veille sur le bon déroulement des différentes taches avec les meilleures conditions de
travail et assure la conformité des informations entre les services, elle englobe les services contrdle
de gestion informatique MQ/HSE, RH comptabilité approvisionnement.
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1.8.2. Département secrétariat de direction

Comprend deux postes, une secretaire assistance et une standardiste, ses principales missions

sont I’assistant et d’assurer I’accueil physique, de répondre aux appels, aux courriers et aux emails.

1.8.3. Département informatique

Le departement informatique a pour objectif d’assurer le développement de I’entreprise et de
sélectionner les logiciels pour la gestion de I’entreprise.il est également chargé d’établir la politique

informatique et de garantir la sécurité et la disponibilité des données de I’entreprise

1.8.4. Département RH

Le service RH a pour objectif d’apporter a I’entreprise le personnel nécessaire a son bon
fonctionnement .il se compose d’un chef ou d’un responsable de service d’un chargé social, D’un

chargé de formation, D’un suivi de paye et d’un suivi de carriére.

1.8.5. Département facturation et comptabilité

Le département de facturation et comptabilité compte deux personnes qui se chargent
respectivement de la facturation et des taches comptables et financieres. Leur réle principal est
d’assurer la conformité des opérations comptable d’établir facture et d’enregistrer les paiements des

clients, tout en s’occupant des achats de fournitures nécessaires.

1.8.6. Département commercial

Le département commercial est crucial pour succes de I’entreprise. Il est chargé de la

collaboration entre différents départements et de la réalisation des objectifs de I’entreprise.
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1.8.7. Département d’exploitation

Le département d’exploitation chez BL comprend un responsable exploitation TRM un chargé
de suivi sinistre, un chargé des dossier d’exploitation et un coordinateur TRM. Chacun de ces postes
joue un réle spécifique dans la gestion des opérations et la coordination des activités liées au transport

routier de marchandises.
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1.9. Diagramme réseau informatique de BL

Standard teléphonique

Serveur N°1

Serveur N°2
Serveur backup BL

Figure 4— Architecture de réseaux de BL
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1.10. Explication détaillée du diagramme réseau

Le diagramme montre un réseau informatique complexe composé de plusieurs éléments,
notamment des commutateurs, des routeurs, des serveurs, des caméras et des téléphones. Le réseau est
divisé en plusieurs zones, chacune avec ses propres commutateurs et routeurs. Les zones sont reliées

entre elles par des liaisons fibre optique.
Légende

v" Armoire principale : C'est I'armoire principale du réseau, ou se trouvent les principaux
commutateurs et routeurs.

v" Armoire secondaire : C'est une armoire secondaire du réseau, ou se trouvent des
commutateurs et des routeurs pour une zone spécifique.

v Switch : C'est un périphérique réseau qui permet de connecter plusieurs appareils entre eux

v NVR : C'est un enregistreur vidéo en réseau, qui permet de stocker et de visualiser les
images des caméras de surveillance.

v’ Serveur : C'est un ordinateur qui fournit des services aux autres appareils du réseau, tels que
le stockage de fichiers, le partage d'imprimantes ou l'acces a Internet.

v/ Caméras : Ce sont les caméras de surveillance qui permettent de filmer les locaux.

v Téléphone : Ce sont les téléphones IP qui permettent de passer des appels téléphoniques
sur le réseau.

v Fibre optique : C'est un type de cable qui utilise la lumiére pour transmettre des données.

1.11. Fonctionnement du réseau

Les appareils du réseau sont connectés les uns aux autres par des cables Ethernet ou des liaisons
fibre optique. Les commutateurs permettent de connecter plusieurs appareils entre eux sur la méme
zone. Les routeurs permettent de connecter plusieurs zones entre elles et de diriger le trafic vers la
bonne destination. Les serveurs fournissent des services aux autres appareils du réseau. Les caméras
de surveillance permettent de filmer les locaux et les images sont stockées sur un NVR. Les téléphones
IP permettent de passer des appels téléphoniques sur le réseau. Zones du réseau Le réseau est divisé en
plusieurs zones, chacune avec ses propres commutateurs et routeurs. Cela permet de segmenter le

réseau et de mieux le controler.
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v
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Les zones sont reliées entre elles par des liaisons fibre optique :

Zone 1 : C'est la zone principale du réseau, ou se trouvent les serveurs, les bureaux et les
ateliers.

Zone 3 : C'est une zone secondaire du réseau, ou se trouvent les bureaux du chef de groupe
23 et les caméras de surveillance.

Administration BL : L’administration BL est une entité qui gére le réseau. Elle est
responsable de la configuration, de la maintenance et de la sécurité du réseau.

Fibre Latest Algérie : Fibre Latest Algérie est un fournisseur de services Internet qui
fournit la connectivité Internet au réseau.

Armoire Magasin : L’armoire magasin est une armoire secondaire du réseau, ou se
trouvent des commutateurs pour les bureaux du magasin.

Armoire Datacenter : L'armoire Datacenter est une armoire secondaire du réseau, ou se
trouvent les serveurs.

Armoire Atelier : L’armoire atelier est une armoire secondaire du réseau, ou se trouvent
des commutateurs pour les ateliers.

Bureaux : Les bureaux sont les espaces de travail des employés.

Magasin : Le magasin est I'endroit ou sont stockés les produits.

Paceteu : Paceteu est un appareil qui permet de contrdler I'acces au réseau.

Bureau Chef de groupe : Le bureau du chef de groupe est I'espace de travail du chef de
groupe.

Sitel : Sitel est un fournisseur de services de centre d'appels.

IFRI SITEL : IFRI SITEL est une entité qui utilise le réseau.

IFRI ZONE3 : IFRI ZONES3 est une entité qui utilise le réseau dans la zone 3.

Bureau Chef :de groupe 23 Le bureau du chef de groupe 23 est I'espace de travail du chef

de groupe 23.
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1.12. Architectures du réseau informatique de GROUPE IFRI

L'architecture réseau actuelle d'Ifri est une architecture réseau traditionnelle, avec une gestion
manuelle. Cela signifie que les décisions de routage et de commutation sont prises par les périphériques
réseau eux-mémes, et que la configuration et la gestion du réseau sont effectuées manuellement par les
administrateurs réseau, L architecture réseau actuelle de groupe ifri est reparti sur quatre sites reliés par

la fibre optique, et ces composants principaux sont les suivants :

Schéma Amoires Réseaux Groupe IFRI V1 29/07/2021
& | CD e
. E o1 -
Salle server —

ntemet
Pfsens
© V-

ATELIER 1

®

Daneas

d s

)

ATELIER 2

Mpr Zone2

iz Krones §

Figure 5- Architecture actuel du réseau informatique de GROUPE IFRI.
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1.13.

Description de I’architecture

Data Center : Le data center héberge les serveurs critiques et les applications sensibles de
I'entreprise. Il est connecté au reste du réseau via des routeurs et des pare-feu.

Salle Serveur ADM 1 : Cette salle serveur héberge les serveurs administratifs de
I'entreprise. Elle est connectée au data center et au reste du réseau via des commutateurs et
des routeurs.

Atelier 1 et Atelier 2 : Ces ateliers hébergent les stations de travail des employés. Ils sont
connectés au reste du réseau via des commutateurs et des routeurs.

Salle Server : Cette salle serveur héberge les serveurs des filiales d'Ifri. Elle est connectée
au reste du réseau via des routeurs et des pare-feu.

Pfsens : Pfsens est un pare-feu open source qui est utilisé pour protéger le réseau contre
les acces non autorisés.

Cisco24 : Cisco24 est un routeur Cisco qui est utilisé pour connecter le réseau d'Ifri a
Internet.

Mp : Mp est un pare-feu Palo Alto Networks qui est utilisé pour protéger le réseau contre
des attaques.

Mpr : Mpr est un routeur Cisco qui est utilisé pour connecter le réseau d'Ifri au réseau du

fournisseur d'acces Internet (FAL).

Zone2 : La zone 2 est une zone de sécurité qui héberge les serveurs et les applications

critiques d'Ifri. Elle est isolée du reste du réseau pour des raisons de sécurité.

feu, de marque Cisco.

Figure 6- D-LINK DIR-685 Wireless AC Routeur Figure 7- Cisco Castalyst 9120axi

Elle est constituée de plusieurs équipements, des commutateurs et des routeurs, des pc, des pare-

11
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Figure 8- PC standard

1.14. Découverte du Serveur Central et de I'Infrastructure Réseau de
I'Entreprise

Lors de notre stage pratique, nous avons eu l'opportunité de commencer par une visite
approfondie du serveur central de I'entreprise IFERI. Nous avons visité une "salle serveurs”, plus
spécifiqguement un "data center en armoire” ou une "armoire réseau climatisée”. Ces armoires sont
souvent utilisées pour abriter des équipements informatiques tels que des serveurs, des routeurs, des
switches, et d'autres matériels réseau, tout en maintenant une température contrélée pour assurer leur
bon fonctionnement. Ce serveur joue un rdle crucial en gerant I'ensemble du réseau de I'entreprise,
assurant ainsi la fluidité des opérations et la communication interne. Cette immersion initiale nous a
permis de comprendre les bases de l'architecture réseau existante acquise lors de cette premiére phase

a été fondamentale pour les étapes suivantes de notre travail.

Figure 9- Centre Data IFRI

12
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1.15. Critique sur I’architecture Actuelle du Groupe IFRI

En cherchant a sécuriser I’architecture du systéeme, nous avons alourdi le systéeme avec des
équipements supplémentaires, ce qui a conduit a la duplication de I’activité des transactions. Cela a
engendré des codts d’achat et de maintenance trop élevés pour I’entreprise. Toutefois, il est important
de penser non seulement a la sécurité, mais aussi a l'automatisation et a la centralisation offertes par
I’architecture réseau SDN (Software-Defined Networking). De plus, il est crucial de protéger les données
grace a une sauvegarde automatique périodique et sécurisée. Il est donc nécessaire de critiquer cette

approche avant de proposer des améliorations via une architecture réseau SDN :

% Réseau Plat : Absence de SDN.

¢+ Absence de Segmentation Dynamique.

% Transmission de Données Non-Sécurisée.

% Acces Internet Non-Optimisé.

% Limite d’innovation.

%+ Absence de Configuration Automatique en Cas de Changement.

%+ Gestion de Réseau Local Inefficace.

1.16. Etude de I'Architectures Réseau de Bejaia Logistique

Aprés avoir pris connaissance du serveur central, notre travail s'est concentré sur l'analyse de
I'architecture réseau de Bejaia Logistique. Cette partie de I'entreprise représente un point stratégique
pour la mise en place d'une nouvelle architecture réseau SDN. L'objectif était de comprendre les défis
actuels posés par l'architecture traditionnelle et de préparer le terrain pour une transition efficace vers
une solution plus moderne et agile. Notre étude a révélé des faiblesses structurelles et des codts élevés

associés aux équipements réseau traditionnels, soulignant la nécessité d'une mise a jour technologique.

13
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1.17. Architectures Réseau de BL

V1 29/07/2021
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Figure 10- Architecture actuel du réseau informatique BL

1.18. Caractéristiques des équipements utilisés dans le réseau de BL

Marque Caractéristique Nombre | Débit Type de | Quantité | Durée
de de port port de vie
I’équipement
CISCO 890 | Routeur gigabit,vpn intégre, | 10 1000Mps RJ45 1 5 ans
série pare-feu
HPE 1820 Switch géré, vlan,Qos,Link | 24 1000Mbps | RJ45 2 5ans
aggregation
D-LINK DES | Switch non | 24 100Mbps RJ45 5 5ans
1024 D manageable,store-and-
forward
D-LINK DES | Switch non | 24 1000Mbps | RJ45 3 5ans
1024 D/1000 | manageable,gigabit ethernet

14
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Dahua switch | Switch Poe pour les caméra , 1000Mbps | RJ45 3ans
poe 150x poe
HP PRO | 15,8GO RAM, 1TO DISQUE 4 sur 1000 | RJ45 5ans
15 ,8GO DUR Mbps et 1
sur 100
Mbps
HP VXEON® E52620,48 GO 1000Mbps | RJ45 5ans
PROLIANT |RAM, 2 TO DISQUE
DL380 G8 DUR(en RAD)
PC standard | 17.25GO RAM, 1.5TO 100Mbps RJ45 5ans
DISQUE SUR
D-LINK DIR- | Routeur sans fil AC.double 1000Mbps | RJ45/Wi- 3ans
685 bande,ports Gigabit, fi
NAS,LCD
Cisco Point d’accés wi-fi 6, MU- 4800Mbps | Wi-fi 5ans
castalyst MIMO,OFDMA ,antennes,
9120axi Internet

Tableau 2- caractéristiques des équipements utiliseés dans le réseau de BL

1.19. Problematique

L'architecture réseau traditionnelle a longtemps été caractérisée par une complexité et une
difficulté de gestion manuelle, notamment en raison du cablage complexe et étendu nécessaire pour

connecter les différents équipements.

Bejaia Logistique (BL), une entreprise de transport routier en Algérie, cherche a moderniser

son infrastructure réseau pour rester compétitive. Face aux défis actuels, tels que :

Les administrateurs doivent souvent effectuer des configurations manuelles complexes, ce qui

augmente le risque d'erreurs humaines et de problemes de configuration.

L'absence d'automatisation efficace oblige les administrateurs a déployer et gérer les politiques
de sécurité de maniére individuelle sur chaque dispositif réseau, ce qui est chronophage et sujet a des

erreurs.

L'agrandissement de l'architecture réseau et la diversité des équipements réseau nécessite plus
de matérielles et logicielles qui peuvent entraver la croissance du réseau ainsi le besoin des outils de
supervision et de gestion spécifiques pour chaque type.

Le cout accru en termes de temps et de ressources pour surveiller et gérer un réseau complexe

15
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Les équipements standards sont moins économiques que les équipements modernes.

Enfin la transition vers le SDN chez BL nécessite une planification minutieuse, incluant
l'audit de l'infrastructure actuelle, la rationalisation du céblage existant pour s'adapter aux
nouvelles exigences, la formation du personnel et, si nécessaire, le recrutement de spécialistes en
SDN. Une gestion efficace du changement est cruciale, impliquant une communication claire avec
toutes les parties prenantes et un plan de transition détaillé pour minimiser les perturbations. En
résumeé, bien que la transition vers un réseau SDN présente des défis, elle offre des opportunités
significatives pour améliorer la sécurité, l'efficacité et la flexibilité du réseau de BL, tout en

simplifiant le cablage et la gestion de l'infrastructure physique.

1.20. Les Solutions proposee

1.20.1. Présentation de la premiére solution

Voici une vue globale de la nouvelle architecture proposée au groupe IFRI : L’architecture que
nous avons proposée s’est basé sur le me modéle hiérarchique en trois couche qui se compose en trois

parties principales :

e Couche cceur
e Couche distribution

e Couche acces

Cette architecture Caractéristiques Structure en couches : divisée en trois couches (acces, distribution,
cceur). Commutateurs et routeurs fixes : Utilisation de matériel dédié pour chaque couche avec des

réles bien définis.

Routage statique ou dynamique : Les protocoles de routage sont configurés pour diriger le trafic.
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AEs

Figure 11- Architecture proposée 1

1.20.2. Inconvénients de I'architecture réseau proposée 1

L'architecture hiérarchique traditionnelle présente une rigidité notable, ce qui la rend difficile
a adapter rapidement aux changements de la demande ou a l'intégration de nouvelles technologies.
De plus, les codts d'expansion peuvent étre élevés, car l'ajout de nouvelles capacités ou
fonctionnalités nécessite souvent des investissements matériels significatifs. Enfin, la gestion de ce
type de réseau peut devenir complexe et laborieuse a mesure que sa taille et sa complexité
augmentent, rendant le dépannage et la maintenance plus difficiles.

1.20.3. Présentation de deuxiéme solution

L'architecture réseau présentée est une topologie SD-ACCESS est une solution trés moderne, mais
elle nécessite des équipements colteux, rendant son adoption difficile pour certaines entreprises. De
plus, sa mise en ceuvre requiert une expertise technique spécialisée, ce qui peut représenter un

obstacle supplémentaire
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Figure 12- Architecture proposée 2

1.20.4. Inconveénients de I'architecture réseau proposée 2

v' SD-ACCESS nécessite souvent I'achat de nouveaux équipements compatibles avec les
technologies Cisco DNA, ce qui peut représenter un investissement substantiel.
v Le colt des licences pour les logiciels Cisco DNA Center et autres composants logiciels peut

étre prohibitif pour certaines entreprises.
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v' La mise en ceuvre de SD-ACCESS nécessite une expertise technique spécialisée et une
formation approfondie pour le personnel IT, ce qui peut étre un obstacle pour certaines
entreprises.

v' L'intégration avec les infrastructures existantes peut étre complexe et nécessite une
planification minutieuse et des ressources dédiées.

v Adopter l'architecture SD-ACCESS signifie devenir fortement dépendant de Cisco pour le
matériel, le logiciel et le support technique, limitant ainsi la flexibilité de I'entreprise a choisir
d'autres solutions.

v’ Les entreprises sont contraintes de suivre I'évolution des produits et services de Cisco, ce qui

peut entrainer des colts récurrents pour les mises a jour et les nouvelles versions.

1.20.5. Présentation de la troisieme solution

Le réseau IP prend du temps pour la configuration et le dépannage car il nécessite l'acces a
chaque interface de ligne de commande (CLI) ou interface utilisateur graphique (GUI) de I'appareil.
En d'autres termes, le plan de contrdle (collecte d'informations pour transmettre des données) et le
plan de données (plan de transfert de données) sont exécutés sur chaque périphérique intermédiaire.

Nous proposons une architecture simplifiee, juste le necessaire, facile a maintenir et a gérer,
efficace, optimale, prend en charge toute I’activité de flexibilite, gestion centralisée, et amélioration

de la sécurité.
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Figure 13- Architecture proposée 3
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1.21. Solution retenue

En tant que stagiaire chez Bejaia Logistique, nous avons étudié différents scénarios et analysé
les besoins de I'entreprise en matiére d'amélioration de la securité des données et du contrdle d'accés aux
ressources en ligne. Aprés notre analyse, nous avons proposeé la mise en place d'un réseau SDN comme
solution adaptée a ces besoins. Cette solution permet a Bejaia Logistique de moderniser son infrastructure
réseau, offrant ainsi une meilleure sécurisation des données sensibles en empéchant les accés non
autorisés et en cryptant les échanges de données. De plus, elle permet a I'entreprise de contréler de
maniére granulaire l'acces a ses ressources en ligne, en fonction des besoins de chaque utilisateur, tout en
optimisant I'utilisation de la bande passante. Grace a la mise en place d'un réseau SDN, Bejaia Logistique
pourra centraliser et automatiser la gestion de son réseau, simplifiant ainsi la gestion des comptes
utilisateurs et permettant une mise a jour en temps réel des informations d'identification. De plus, les
administrateurs auront la possibilité de définir des regles précises pour autoriser ou bloquer I'acces a des
sites spécifiques en fonction des politiques de I'entreprise, renforgant ainsi la sécurité et la conformité aux

normes réglementaires.

1.22. Objectif et résultat visés

 Mettre en place une nouvelle architecture réseau basée sur la technologie SDN.

» Assurer un routage optimisé et flexible grace a l'utilisation de protocoles et technologies
adaptés au SDN.

* Mettre en place des mécanismes de securité avancés et adaptés aux environnements SDN.

1.23. Conclusion

En conclusion, la mise en place d'un réseau SDN chez Bejaia Logistique représente une étape
cruciale pour répondre aux besoins croissants de I'entreprise en matiére de securité des données et
de flexibilité operationnelle. En modernisant son infrastructure réseau traditionnelle, Bejaia
Logistique pourra relever les défis actuels liés a la gestion des acces, a la sécurisation des données
sensibles et a la gestion de la bande passante. La transition vers un réseau SDN offre a Bejaia
Logistique I'opportunité de renforcer la protection de ses données contre les attaques externes et

internes, tout en garantissant un contrdle précis sur les acces aux ressources en ligne. De plus, la

20



CHAPITREL. ETUDE DE L’EXISTANT

centralisation de la gestion du réseau et la flexibilité offerte par une architecture SDN permettront a
I'entreprise de s'adapter plus facilement aux évolutions futures de ses besoins informatiques. En
mettant en ceuvre un réseau SDN, Bejaia Logistique démontre son engagement envers la
modernisation de ses infrastructures technologiques pour répondre aux exigences croissantes du

marché et offrir & ses employés et clients un environnement de travail plus sécurise et efficient .
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Chapitre 2
Réseaux défini par logiciel SDN

2.1. Introduction

Un réseau est le résultat d’interconnexion entre plusieurs machines afin que les utilisateurs et les

applications qui y sont exécutées puissent échanger des informations.

Le contrdle distribué et les protocoles de réseau de transport en cours d’exécution a I’intérieur des
routeurs et des commutateurs sont les technologies clés qui permettent aux informations, sous la forme
de paquets numériques, de voyager dans le monde entier. Malgré leur adoption généralisée, les réseaux
IP traditionnels sont complexes et difficiles a gérer. Depuis 2008, on assiste a une nouvelle tendance
forte a la mise en réseau avec les réseaux SDN. L’émergence de cette nouvelle tendance dans
I’architecture réseau est motivée par la volonté de mettre en ceuvre des principes de conception dans le

domaine du réseau.

Dans ce chapitre nous discuterons en premier lieu sur les différentes problématiques des réseaux

traditionnels, et les principes du réseau SDN et ces avantages. Et les différentes couches.

2.2. Principe de réseau SDN
2.2.1. Réseau traditionnelle vers réseau SDN

Les équipements réseaux traditionnels utilisés actuellement comportent deux parties

fondamentales : plan de contréle et plan de données (le Cerveau et le corps).

La fonction de la premiére partie se résume en la prise de décision et lelancement des processus,
comme le routage ou redirection du trafic, par contre la deuxieme partie traite la mise en ceuvre de
toutes les décisionsprises par la premiere partie, ¢’est-a-dire lorsqu'un paquet arrive sur un port d'un
commutateur ou d'un routeur, celui-ci applique les régles de routage ou de commutation qui sont
inscrites dans son systeme d’exploitation. Il est difficile de gérer les réseaux et d'appliquer efficacement

de nouvelles politiques, car chaque périphérique fonctionne.
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Avec un protocole d'un niveau donné et doit étre configuré de maniére appropriée pour

communiquer les uns avec les autres.

Donc il n’est pas facile d'ajouter une regle parce gqu'il n'y a pas de moyen standardisé pour
le faire, mais aussi parce qu'un périphérique risqued’entrer en conflit avec I'un des nombreux autres
périphériques du réseau. En outre, les regles étaient initialement destinées a étre statiques et donc le

réseau est statique et mal adapté aux besoins ettechnologies actuels.

La vie d'un administrateur réseau est un cycle sans fin de réflexion, de travail fastidieux, de
configurations, de mises a niveauet de remplacements. Pour les entreprises et les opérateurs, c'est
uneactivité colteuse. La mise en réseau n'a pas connu I'équivalent de larévolution des PC (Personale
Computer) tel que banaliser le materiel, offrir un choix entre plusieurs systemes d'exploitation et

créer un marché d'applications concurrentes.

Tous les fabricants des machines réseau ont développé des systemestres compliqués et
tres incompatibles. [17]

2.2.2. Problématiques des réseaux traditionnels

Ces réseaux traditionnels sont désavantageés par les pointssuivants :

e Complexité : I'ajout ou la modification d'équipements etl'implémentation des
politiques réseaux sont complexes, longues et peuvent étre source d'interruptions de
service. Cequi décourage les modifications et I’évolution du réseau.

e Passage a I'échelle : I'impossibilité d'avoir un réseau qui s'adapte au trafic a obligé les
opérateurs a sur-provisionnerleurs réseaux ce qui ajoute une complexité de gestion sur
le plan de controle.

e Dépendance aux constructeurs : les constructeurs réalisent desproduits avec des
durées de vie et un manque de standard, d’interface ouverte. Ce qui restreint les
opérateurs réseauxd'adapter le réseau a leurs propres besoins. Une telle architecture
statique est inadaptée aux besoins de stockages dynamiques des centres de donnees,

des campus et environnements des prestataires de services réseaux d'aujourd'hui.[18]
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Ce qui cause un tres large impactet conséquences qui sont mis en évidence dans le schéma

suivant :
3 . '."2' 1'
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Figure 14- Impacts et conséquences de I'architecture réseau traditionnel. [18]

La figure montre que la gestion des réseaux traditionnels d’aujourd'hui a une influence
négative sur une grande partie de la population (praticiens, gestionnaires et consommateurs des
services réseaux). Les conséquences qui en découlent sont, la mauvaise qualité de service pour les
consommateurs, et les codts d'exploitation élevés pour lesgestionnaires. Il est alors extrémement

important d'étudier ce probléme afin de palier a cette situation, ce qui représente d’énormes défis.

2.2.3. Lacomparaison entre réseau traditionnel et SDN

Réseau SDN Réseau traditionnel
Fonctionnalité -Découple le plan de contrdle decelui |-Le controle du réseau est
du plan de données. complexe.

-Offre un meilleur contrdle du

réseau et la possibilité de le programmer.
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Configuration

-Configuration automatique atravers une
centralisation du contr6le du réseau.

-Optimisation de la configuration.

-Une configuration manuelle et la
possibilité de faire des erreurs qui
vont entrainer un comportement

erroné du réseau.

Performances

-Contréle global de I’information.

-Le  probléme de

configuration statique

Innovation

suffisants.

-Implémentation facile de logicielset des -Difficultés
mises a jour dans le réseau.
-Environnements

d’implémentation de logiciels et des
mises a jour dans le réseau.
-Environnements de  tests
limités.

de tests

Tableau 3- Tableau comparatif entre le SDN est les réseau traditionnels[19]

Réseav traditionnel (Conirdle décentralise)

Principe: Plan de données et plan de
contréle gérés par un seul équipement

Infernet

Borne Wifi

=
—

4

Réseau SDN (Centréle centralisé)

Principe : Un contréleur centralise
la gestion des flux

Internet

Contréleur

-

Borne Wifi

Figure 15- Comparaison entre les contréles traditionnels et centralisés d’un SDNJ[20]

2.2.4. Historique

Avant I’apparition des réseaux SDN tels que nous les connaissons aujourd’hui, plusieurs

idées et travaux ont été proposés auparavant, notamment la programmation du réseau et la

séparation des plans de controle et de données. Par exemple (AN, Active Network) et (PN,

Programming Network) le projet de recherchedénommé DCAN (Devolved Control of ATM

Networks). Le début des réseaux SDN a commencé avec le projet Ethane, lancé en 2006 a

I’université de Stanford. En effet, le projet Ethane définit une nouvelle architecture pour les

réseaux d’entreprises. L’objectif d’Ethane était d’avoir un contrdleur centralisé pour gérer les

regles (politiques) et la sécurité dans le réseau. Ethane utilise deux composantes : un contréleur
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pour décider si un paquet doit étretransmis, et un switch Ethane composé de table et d’une chaine
de communication entre les deux. [21]
La figure ci-dessous montre le développement de réseau SDN dans le temps :

2007-2011 : I’apparition du réseau SDN.

2012-2013 : la maturité du réseau SDN.

2014-2015 : I’automatisation du réseau SDN.

2015-2016 : Les déploiements de SDN ont commencé a progresser.

2016-2019 : la généralisation du réseau SDN.

2020 : I’économie du SDN.

2007-2011 2012-2013  2014-2015 2016-2019 2020

Lapparition

I'économie d'application

la montée de I'automatisation

SDM atteint sa maturite

SON se généralise

Figure 16- le développement d’un réseau SDN.[21]

Il 'y a une réalité SDN et cela conforte les analystes dans leurs prédictions : le métier
d’administrateur réseau devrait prochainement changer. Les chiffres suivants démontrent bien que

I’engouement pour le SDN n’est pas juste une mode ou un simple intérét technologique :
Croissance des investissements depuis 2007
419 entreprises se proclament comme fournissant des solutions «SDN »

Marché estimé a 35 milliards de dollars pour 2008
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2.2.5. Définition du SDN

Est nouvelle facon de concevoir les réseaux de communication, il peut utiliser et vendu par

les opérateurs, a I’origine plusieurs technologies qui ne s’appliquent au méme périmétre.

Il permet entre autres, de dissocier le plan donné du plan decontréle au niveau des

équipements interconnexion.

Et le SDN est une architecture émergente qui est dynamique, individuelle, rentable, adaptable,

ce qui la rend idéale pour lanature dynamique et les applications a large bande passante.

Le réseau SDN est un ensemble de techniques utilisées pour faciliter la conception, la

livraison, I’exploitation des servicesdes réseaux d’une maniére dynamique et évolutive. [23]

2.2.6. C’est quoi SDN

Plus concrétement, on peut dire qu’une architecture réseau suit le paradigme SDN si, et

seulement si, elle vérifie les points suivants :

v Le plan de controle est complétement découplé du plan de données, cette séparation
est matérialisée a travers la définition d’uneinterface de programmation (Southbound API)

v" Toute I’intelligence du réseau est externalisée dans un point logiquement centralisé
appelé contréleur SDN, ce dernier offre unevue globale sur toute I’infrastructure
physique.

v' Le contrdleur SDN est un composant programmable qui expose une API

(NorthboundAPI) pour spécifier des applications de contréle. [22]

Protocole de routage |

Plan de contrdle

| Table de routage |

Table d'acheminement

‘ Commutation

Plan de donnés

Figure 17- Architecture d’un routeur.[23]
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2.2.7. Architecture de SDN

Dans cet exemple architecture SDN nous avons un contr6leur SDN centralisé qui gére un réseau
de commutateur SDN. Les applications SDN interagissent avec le contréleur via une API pour contréler
le flux de données dans le réseau.Cette architecture offre une flexibilité et une gestion simplifié du

réseau.

Interface

(Plan Nord
de controle)

Couche
de contrdle
Interface

Sud

Y

Protocole OpenFlow

Mhustrap,
00 By ey
3btine Apge
laziz

Figure 18- Architecture SDN.[23]

Comme nous le constations, ce qui différencie un réseau SDN et un réseau traditionnel est le fait que
L’infrastructure est la principale différence entre les SDN et les réseaux traditionnels, donc le SDN repose
sur un logiciel, tandis que les réseaux traditionnels sont basés sur du matériel. Le plan de contréle étant
basé sur un logiciel, le SDN est beaucoup plus flexible qu’un réseau traditionnel. 1l permet aux
administrateurs de contrdler le réseau, modifier les paramétres de configuration, provisionner les
ressources et augmenter la capacité du réseau, et ce a partir d’une interface utilisateur centralisée, sans
ajouter de matériel supplémentaire. 1l existe également des différences concernant la sécurité entre le SDN
et le réseau traditionnel. Grace a une visibilité accrue et a la possibilité de définir des voies sécurisées,
Cependant, comme les réseaux software-defined utilisent un controleur centralisé, la protection du
contrbleur est essentielle au maintien d’un réseau sécurisé, et ce point de défaillance unique représente une
vulnérabilité potentielle du SDN. [23]
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2.2.7.1. SDN se compose de 3 couches

» La couche infrastructure (la couche de transmission)

C’est la couche la plus basse, elle contient les équipements de transmission (FEs :
Forwarding Elements) tels que les switch physiques et virtuels. Son réle principal est
I’acheminement du trafic et qui supportent le protocole OpenFlow qu’ils partagent avec le

contréleur. [34]

» Lacouche de controle
Ces controleurs utilisent des interfaces southbound pour controler le comportement
des FEs et communiquent via desAPIs Northbound avec la couche supérieure pour
superviser et gerer le réseau. C.a.d. offre une visibilité globale du réseau et des équipements
d’infrastructure. [34]

» Lacouche applicative
Héberge les applications qui peuvent introduire de nouvelles fonctionnalités réseau,
comme la sécurité, la configuration dynamique et la gestion et apporte I’automatisation a

travers du réseau, et a I’aide des interfaces programmables alternative. [34]

» Les interfaces de communication
SDN a introduit plusieurs types d’interfaces de programmation pour permettre a divers
éléments de I’architecture SDN d’interagir les uns avec les autres.Cette section détaille ces

interfaces de programmation. [24]

» Interfaces Sud
C’est dans ces interfaces que le contrdleur interagi avec ensembles des équipements de la
couche infrastructure du réseau, et ce, via le protocole OpenFlow que nous verrons par la
suite dans les sections suivantes, il existe belle et bien d’autres alternatives que ce protocole,
mais il " est actuellement le standard de facto, qui est largement acceptéet répandu dans les
réseaux SDN. [25]

La figure ci-dessous montre le Processus de communication entre les Switch OpenFlow et le

contréleur dans ce cas nous avons pris le casd’un seul switch.
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Controleur SDN
@ B
» @
Packet_in Packet_out

Non matcSﬁ!E"
Commutateur WM o
OpenFlow Mise a jour de
- la table de flux
paquet -
entrant
B Pagquet

Figure 19— Processus de communication entre le Switch et le contréleur[23]

Quand un paquet est recu par le commutateur (1), son champ entéte est examiné et compare avec le
champ Match (3) dans les entrées de la tablede flux. Si le match est identifié, le commutateur exécute
I’action correspondante dans la table de flux. Par contre, s’il n’y a pas de match (2), une demande est
envoyee au controleur (7) sous la forme d’un Packet_in, puis le contréleur décide de I’action a effectuer
soit le paquetest détruit ou bien serait orienter vers une sortie du switch (5). Selon sa configuration une
action pour ce paquet, et envoie une nouvelle regle detransmission sous la forme d’un Packet_out et Flow-

mod au commutateur (4). Enfin, la table de flux du commutateur est actualisée (6).

» Interfaces Nord

Une interface nord est une interface de programmation d’application (API) qui nous
permet de communiquer avec un contrdleur, toutes lesfonctions programmeées du réseau,
passent par cette interface, et permettent aux applications de consommer des ressources
réseau et demodifier leur comportement de maniere dynamique. "Le RESTful considéré

comme I’API nord le plus répandue dans les réseaux SDN.[26]

» Interfaces Est/Ouest
Les interfaces Est/Ouest sont des interfaces de communication qui permettent la
communication entre les contr6leurs dans une architecturemulti-contréleurs pour

synchroniser état du réseau. Ces architectures sont trés récentes et aucun standard de
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communication inter-contréleur n’est actuellement disponible. [27]

Contréleur SDN

4

Contrdleur SDN

Controleur SDN

cogrunut ateurs
OpenFlow

Figure 20- Communication inter-contrdleur dans une architecteur distribuée[23]

2.2.8. Domaines d’application le réseau SDN

Les différents cas d’utilisation SDN :

» Centre de données
Le SDN permet une gestion centralisée du réseau, facilitant ainsi laconfiguration et

I'optimisation des flux de données.

» Opérateurs de télécommunication
Les opérateurs de telécommunication peuvent utiliser le SDN pour la gestion et

I'orchestration de leurs réseaux, offrant ainsi une flexibilité et une évolutivité accrues.

» Réseaux de campus

Le SDN facilite la gestion des réseaux de campus, permettant une segmentation

efficace et une gestion centralisée des politiques de sécurité. [28]
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2.2.9. Composants SDN

2.29.1. Controleur SDN

> Définition contrdleur SDN

Le controleur SDN est le cerveau du réseau, responsable de la gestion du plan de
contréle .il est chargé de superviser et de coordonner les opérationsdu réseau. En prenant des
décisions intelligentes sur la fagon dont les donnéessont acheminées et traitées. Le contréleur
SDN communique avec les commutateurs SDN via des protocoles tels que openFlow
NETCONF RESTCONTF, leur fournissant des instructions pour controler le flux de données.
[29]

> Fonctionnement du contréleur SDN

Le controleur SDN définit les flux de données entre le plan de contréle centralisé et les
plans de données sur les routeurs et les commutateurs individuels. Pour pouvoir traverser le
réseau, chaque flux doit étre approuvé par le contr6leur SDN qui vérifie que la communication
est autorisée dans le cadrede la politique réseau de I'entreprise. Toutes les fonctions complexes
sont prises en charge par le controleur. Le contrdleur alimente les tables de flux. Les
commutateurs gérent les tables de flux. Sur chaque commutateur, la gestion des flux de paquets
est assurée par une série de tables (Table des flux, Table de groupe et Table de comptage)
mises eceuvre au niveau du matériel ou du firmware. A I'échelle du commutateur, un flux est

une séquence de paquets quicorrespond a une entrée spécifique dans une table de flux. [30]
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Figure 21- Fonctionnent Dun contréleur SDN.[30]

» Quelque contréleurs SDN

Il existe de nombreux contréleurs SDN, libres et commerciaux. Les contrbleurs bien

connus sont les suivants. [23]

v NOX
Initialement développé chez Nicira, NOX est le premier contrdleur OpenFlow,il est

Open-source et ne contient que la prise en charge de C++.

o

NOX

Figure 22— Logo du controleur NOX
v POX
Il s’agit d’un contrbleur open source écrit en Python qui fournit un cadre pour
développer et tester des contréleurs OpenFlow comme NOX, mais les performances de
POX sont nettement inférieures a celles des autres contréleurs, donc ne convient pas au

déploiement d’entreprise
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Figure 23— Logo du controleur POX

v' Beacon
Beacon est un contrdleur Java connu pour sa stabilité. Créé en 2010, il est toujours
maintenu et est utilisé dans plusieurs projets de recherche. Ses performances en font une
solution fiable pour une utilisation en conditionsréelles. Ce contrdleur a également été

utilisé dans d’autres projets tels queFloodlight ou OpenDaylight.

BEACON

Figure 24— Logo du contrdleur Beacon

v" Floodlight s

Floodlight est un contréleur OpenFlow open source basé sur Java et alimente par

BigSwitch Networks. Sous licence Apache. Il est facile a installer et offre

D’excellentes performances, Floodlight est plus une solution compléte.

FloodLight -
Figure 25— Logo du controleur Floodlight

v' OpenDaylight

OpenDaylight est un projet de la Fondation Linux pris en charge par I’industrie.

C’est Un framework open source pour faciliter I’acces au réseau défini par logiciel
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(SDN), ODL est un logiciel basé sur Java et pris en charge par I’industrie, géré par le
consortium Linux Fondation avec prés de 50 entreprises membres, dont Brocade, Cisco,
Citrix, Dell, Ericsson, HP, IBM, Juniper, Microsoft et Red Hat. La mission d’ODL est de

créer une communauté collaborative qui partage et contribue au succes et a I’adoption du

SDN.
Figure 26— Logo du controleur OpenDaylight
v' SNAC

Utilise une application web pour gérer les régles du réseau. Un langage de
définition des régles flexibles et des interfaces faciles a utiliser ont été intégrés pour

configurer les équipements réseaux et contréler leurs évéenements. [43]

v' Maestro

Utilise la technologie du multithreading pour effectuer le parallélisme au bas niveau,
en gardant un modeéle simple de programmation pour les développeurs d’applications. Il
atteint ses performances a travers la distribution des taches du cceur aux threads disponibles
et la minimisation de la mémoire consommeée. En plus, Maestropeut traiter les demandes
issues de multiples flux par une seule tache d’exécution, ce qui augmente son efficacité.
[43]

v McNettle

C’est un controleur SDN programmé par Nettle, qui est un DSL (Domain Specific
Language) intégré dans Haskell, et permet la programmation des réseaux en utilisant
OpenFlow. McNettle opére dans des serveurs multi-cceurs qui partagent leur mémoire

pour atteindre une visibilité globale, une haute performance et une faible latence. [43]
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v" Orchestration

C'est une approche qui permet l'automatisation réseau, basé sur des regles et visant
la coordination des composants matériels et logiciels nécessaires au fonctionnement d'une
application ou d'un service. L'un des principaux objectifs de I'orchestration consiste a
automatiser I'exécution des requétes réseau et a réduire I'intervention humaine requise pour

fournir une application ou un service. [31]

Applications

ORCHESTRATEUR

Figure 27- Architecteur orchestrateur SDN [31]

v Orchestration SDN
Dans un réseau SDN (Software-Defined Network) I'orchestration réseau permet a un

Contrdleur SDN a travers des APl de mettre a disposition, de mettre a jour et de gérer les

ressources de calcul nécessaires pour fournir une application ou un service. [31]

v Orchestration et conteneurs
Les conteneurs représentent un nouveau domaine d'application de lI'orchestration

Réseau. lls permettent d'exécuter et de déployer des applications distribuées sans utiliser de

machine virtuelle dédiée. L'orchestration gere la création, la mise a niveau

et la mise en service de ces conteneurs ; la technologie assure également I'interconnexion de

conteneurs pour créer des applications plus completes. Kubernetes est une plateforme open

source répandue intégre des outils d’orchestration et permet de déployer et de faire fonctionner

plusieurs conteneurs d'application. [31]
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v Outils d'orchestration réseau et cas d'utilisation
L'orchestration réseau peut s‘avérer utile dans plusieurs domaines :

> Automatisation de la configuration d'une interface ou routage a l'aide des
protocoles IP et OpenFlow ;

> Etablissement de réseaux superposés pour diriger les plans de commande et de
retransmission ; Activation de domaines de sécurité ;

> Recours a l'ingénierie du trafic pour s'assurer que les flux de travaux suivent
les bons itinéraires ;

» Provisioning de services réseau, tels que l'inspection de paquets en profondeur
(DPI, Deep Packet Inspection), I'inspection dynamique des paquets et les filtres,
qui doivent étre placés dans l'itinéraire des flux de travaux ;

» Acheminement des flux de travaux vers la destination appropriée, et marquage

et gestion de ces informations. [32]

2.2.9.2. Commutateur SDN

» Définition de commutateur

Les commutateurs SDN sont les éléments du réseau chargés de transférer les données
en fonction des instructions du contréleur. Ils agissent comme les bras exécutants du
contréleur, acheminant les paquets de données de maniere intelligente et efficace. Les
commutateurs SDN recoivent les instructions du controleur via des protocoles tels que
OpenFlow, NETCONF et RESTCONF, et utilisent ces instructions pour prendre des

décisions sur la facon de transférer les données, comme le routage et la commutation. [33]

» Definition Open vSwitch
Open vSwitch est un commutateur virtuel multicouche de qualité production sous licence
open source Apache 2.0 . Il est congu pour permettre une automatisation massive du
réseau grace a une extension programmatique, tout en prenant en charge les interfaces et
protocoles de gestion standard De plus, il est congu pour prendre en charge la distribution
sur plusieurs serveurs physiques, similaire au vswitch distribué vNetwork de VMware, Il

supporte aussi le protocole OpenFlow. [45]
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) Security: VLAN "  Monitoring: Netflow,

=== isolation, traffic filtering ~ “a, sFlow, SPAN, RSPAN
- 2 - Automated Control:
Qos: traffic queuing t(g
and traffic shaping = ORenklows YD

= mgmt. protocol

Figure 28 : open vswitch [45]

2.2.9.3.  Les protocoles SDN

v' Le protocole OpenFlow dans SDN

OpenFlow est un protocole de communication entre le contrbleur et le
commutateur dans un réseau SDN. Publié par I’OpenNetworking Fondation (ONF) a
Stanford. Il s’agit d’un standard ouvert utilisé par le contr6leur pour transmettre aux
commutateurs des instructions qui permettent de programmer leur plan de données et
d’obtenir des informations de ces commutateurs afin que le contréleur puisse disposer

d’une vue globale logique (abstraction) duréseau physique. [34]

Figure 29- logo protocole openflow.[35]

v' Lagenése d’OpenFlow

L’histoire d’OpenFlow est intéressante et permet de mieux Comprendre son
role fondamental dans la conception del’architecture SDN. OpenFlow a été initié comme
un projet a I’université de Stanford lorsqu’un groupe de chercheurs exploraient la maniére

de tester de nouveaux protocoles dans
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Le monde IP (créer un réseau expérimental confondu avec le réseau deproduction) mais

sans arréter le trafic du réseau de production lors destests.

C’est dans cet environnement que les chercheurs a Stanford onttrouvé un moyen de
séparer le trafic de recherche du trafic du réseau de production qui utilise le méme réseau IP.
Ils ont découvert que bien que les constructeurs de matériel réseau concevaient leurs produits
difféeremment, tous utilisaient des tables de flux (flow table) afin d’implanter les services réseau
tels que les NATS, la QoS, les firewalls, etc. Par ailleurs, bien que I’implantation des tables de
flux differe entre ces constructeurs, les chercheurs ont découvert qu’ils pouvaient exploiter un

ensemble de fonctions communes.

Le resultat de I’équipe de recherche a Stanford a été OpenFlow,qui fournit un protocole
ouvert (open protocole) qui permet aux administrateurs de réseau de programmer les tables de
flux (flow tables) dans leurs différents routeurs IP et commutateurs Ethernet dans un but (dans
le cas de Stanford) de séparer le trafic de recherche du trafic de production, chacun avec

son ensemble defonctionnalités et caractéristiques de flux. [34]

v Fonctionnement de OpenFlow

OpenFlow fonctionne d’une maniére trés simple. C’est avec un jeu d’interaction.
Lorsqu’un paquet arrive a un commutateur, ce dernier vérifie s’il y a une entré dans la table
de flux qui correspond a I’en-téte du paquet. Si tel est le cas alors le commutateur exécute
I’action correspondante dans sa table de flux. Et si c’est le cas contraire, qui veut dire qu’il
n’y a pas une entré correspondante, dans ce cas le commutateur notifie un message au
contréleur puis le contrbleur décide selon sa configuration une action pour le paquet et
envoie une nouvelle régle de transmission au commutateur. En fin la table de flux du

commutateur est actualisée pour prendre en compte la nouvelle regle. [34]

La figure 41 suivante décrit la transmission d’un paquet avec OpenFlow.
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Figure 30- Architecture OpenFlow [18].

v' Canal OpenFlow (OpenFlow Channel)

Le canal OpenFlow est I'interface qui connecte chaque commutateur OpenFlow a un
contréleur. Cette interface permet au contrdleur de recevoirles messages du commutateur et
de pouvoir le gérer atravers le réseau. Le canal doit étre sécurisé afin d'assurer le bon
déroulement des communications entre le commutateur et le contréleur. Pour cela I'échange
de message se fait au cours d'une session TCP (Transmission Control Protocol) établie via
le port 6653 du serveur contrbleur ou a travers une connexion SSL/TLS (Secure Sockets

Layer/ Transport Layer Security). [34]

2.2.10. Etablissement d’une connexion commutateur-controleur
Nous allons citer ci-dessous trois cas d’un établissement d’uneconnexion entre le commutateur

OpenFlow et le contrleur :

e Casn®l : connexion établie

Tout d'abord, il faut renseigner I'adresse IP du contrdleur au niveau du commutateur. Lors
du démarrage du commutateur OpenFlow, ce dernierenvoie un paquet « OFPT_HELLO » avec
le numéro de version d'OpenFlow supportée. Le controleur vérifie la version d'OpenFlow
supportée par le commutateur et lui répond par un message « OFPT_HELLO » en indiquant la

version d'OpenFlow avec laquelle ils communiqueront. La connexion est ainsi établie.

La figure suivante présente les principales étapes de la connexion entre le contrdleur et le

commutateur OpenFlow.
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Commutateur Openflow controleur openFlow

OFPT HELLO

OFPT HELLO

-""“-u_____

SSL_Connexion

Versionl.0 "'*-x.H_ =" Versionl.0

Figure 31- Connexion au controleur OpenFlow [36].

Cas n°2 : Echec de la connexion

Comme dans le cas précédent le commutateur OpenFlow envoie un paquet « OFPT_HELLO
» avec la version du protocole utilisé, le contréleur s'apercoit qu'il ne supporte pas la version
OpenFlow du commutateur. Il lui retourne donc un paquet « OFPT_ERROR » en indiquant que

c'est un probléme de compatibilité, comme illustré dans la figure suivante :

Commutateur Openflow controleur openFlow

CI'FPT HELLO

OFPT ERROR

-_____

Versionl.0 Versionl.1

Figure 32- Echec de la connexion au contréleur OpenFlow.[34]
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e Casn®3: Moded'urgence

Comme dans les cas précédents le commutateur envoie un paquet « OFPT_HELLO » au
contr6leur, si celui-ci ne répond pas, il se met alors en mode urgence « EMERGENCY MODE
». Le commutateur utilise sa table de flux par défaut, si toutefois un paquet ne correspond a

aucun enregistrement dans la table il le supprime, comme le montre la figure ci-dessous. [34]

=1

Versionl.0

omimulateur Upeniiow

OFPT HEllD

OFPT_ HELLD

OFPT_ HELID S

EMERGENCY MODE

Version 1.0

Figure 33- Mode d'urgence.[34]

2.2.11. Processus de transmission d’un paquet avec OpenFlow

Un Switch [37] Open Flow contient une ou plusieurs tables de Flux et une Table de Groupe,
qui traitent les paquets entrants et les commutent vers la destination, il s’appuie sur un Canal sécurisé
pour communiquer avec le contrdleur externe. Le contrbleur gere le Switch en utilisant le protocole
OpenFlow, qui lui permet d’ajouter, d’effacer et de mettre a jour les entrées dans la ou les Table de
Flux. La correspondance des paquets commence par la premiere entrée et peut continuer ainsi, dans
le cas ou plusieurs Tables de Flux existent. Les entrées font la correspondance selon la priorité, si une
correspondance est trouvée les instructions associées a cette entrée sont exécutées. S’il n’y a pas de
correspondance dans la table de Flux :

* Le paquet est commuté vers le Controleur via le canal sécurisé OpenFlow.
* Le paquet sera Abandonné.

* Le paquet va continuer vers la table de Flux qui suit (Traitement Pipeline) Les instructions
associées a chaque entrée décrivent I’acheminement du paquet, la modification, et les traitements
dans le pipeline. Les instructions permettent lors d’un traitement par pipeline de

v’ Envoyer le paquet vers la prochaine Table de Flux et lacommunication d’information entre

elles sous forme de Meta-data.
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v' Le traitement s’arréte quand I’ensemble des instructions associées a une entrée ne spécifie
plus de table, généralement arrivé a ce stade le paquet est modifié et acheminer vers la
destination. [37]

En-tétte Compteur Actions

Actions & effectuer
sl +  mise a jour de la
oui table des flux

correspondance
dans la table
des flux

Packet a | Analyse de
transmettre I'en-téte

non

Aprés analyse par
une AP le
controleur envoye
un message packet-
out avec I"action a
effectuer

Envoye du message
packetin au contréleur |
pour actions a effectuer

Figure 34- Processus de transmission des paquets au sein des commutateurs. [34]

2.2.12. Les Tables OpenFLow

Cette section décrit les composants de tables OpenFLow a savoir, les Table de Flux, les

Tables de groupes, ainsi que les mécanismes de correspondance. [43]

2.2.12.1. Les Tables de Flux

Chaque Table de Flux dans un Switch contient un ensemble d’entrées.

Champ de Correspondance Instructions Compteurs

2.2.12.2. Les principaux éléments d’une entrée dans une table de Flux

v' Le champ de correspondance « Match Fields » : c’est la partie sur laquelle le
contrdleur se base pour faire correspondre les paquets, cela consiste a vérifier le port

d’entrée ou I’entéte du paquet afin d’y appliquer une action X.
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v' Compteurs : Il est possible de disposer d'un certain nombre de statistiques dont on sert
pour la gestion des entrées dans les tables de flux.

v Instructions : c’est une opération pouvant contenir en elle-méme un ensemble d’actions

a appliquer sur le paquet.

Figure 35- Contenu d’entrées de flux. [43]

2.2.13. Processus de traitement d’un paquet dans un Switch OpenFLow

Mettre a jour les compteurs
Exécution des instructions:
Mettre i jour 'ensemble des actions
Mettre & jour le paquet ‘champ de
correspondance’

Mettre & jour la MaetaData

Executer
rensemble des
actlons

Figure 36- Processus de traitement d'un paquet [38].
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A laréception d’un paquet, le Switch OpenFlow réalise les fonctions montrées dans les figures
précédentes. Le Switch commence par faire une recherche dans la premiere table de Flux, et, en se
basant sur le traitement par pipeline, il peut aussi effectuer une recherche dans les autres tables de
Flux. Les instructions Chaque Entrée dans la table de flux contient un ensemble d’instructions qui
seront exécutées quand un paquet correspond a cette entrée. Parmi les instructions supportées on

trouve :

e Apply-Action : appliquer I’action specifique immediatement, sans aucun changement de
I’Action set. Cette instruction peut étre utilisée pour modifier le pagquet entre deux tables de
flux ou pour exécuter plusieurs actions du méme type. Les actions sont spécifiées comme un
action set

e . Clear-Actions : Effacer toutes les actions dans I’action set immediatement.

e Write-Actions : Fusionner les actions dans I’action set actuel, si une des actions du méme
type existe déja dans I’action set actuel, I’écraser, autrement I’ajouter.

e Write Metadata : Ecrire la valeur dans le champ Meta-data.

e Goto-Table : Indique la prochaine table de Flux dans le traitement pipe-line.

Action set
Un ensemble d’actions associées qui s’accumulent au fur et a mesure que le paquet
avance dans la chaine de traitement. Pipeline est traité par chaque table de flux. Quand une
instruction ne contient pas un Goto-Table, le traitement pipeline s’arréte et les actions dans le
set actions sont exécutées. Ce set est vide par défaut. Une entrée dans la table de Flux peut
modifier I’action set en utilisant I’instruction Write-Action ou Clear-Action associée a un
match. Quand plusieurs actions du méme type sont requises, I’instruction Apply-Actions peut

étre utilisée. Les actions dans une action set sont appliquées dans I’ordre spécifié ci-dessous :

Traitement par Pipeline

¥ Copy TTL inwards v’ Set

v Pop v Qos
¥ Push v' Group
v Copy TTL outwards v Qutput
v" Decrement TTL
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Pipeline OpenFlow : chaque Switch contient plusieurs tables de Flux, et chaque table
contient plusieurs entrées. Le traitement pipeline OpenFlow décrit et définit comment les

paquets interagissent avec les Tables de Flux

Les tables de Flux d’un Switch OpenFlow sont séquentiellement énumérées,
commengant par 0. Le traitement par Pipeline commence toujours avec la premiére table de
Flux : on fait correspondre le paquet selon les entrées de la table de Flux 0. D’autres tables de
Flux peuvent étre utilisées selon le résultat obtenu lors de la premiére correspondance faite
dans la premiere table de Flux. Si le paquet correspond a une entrée dans la table de Flux,
I’instruction en question sera exécutée. Les instructions dans les tables de Flux peuvent
explicitement diriger le paquet vers une autre table de Flux utilisant I’instruction Goto. Une
entrée x dans une Table de Flux n peut enchainer le traitement du paquet en I’envoyant vers
une autre table de Flux si seulement cette derniére dispose d’un numéro n supérieur a celui de
la table ou I’entrée x se trouve. Ainsi la derniére table du pipeline ne peut inclure I’instruction
Goto. Si I’entrée dans la table de Flux ne redirige pas le paquet a une autre table de Flux, le

traitement pipeline s’arréte. Arrivé a ce stade le paguet est traité avec I’action associée.[39]

Champs de

Correspondance: I — Champs de

Port d'entrée+ | e { - “‘) Correspondance:
rMetadata+ .h- - Port d'entrée+
L'entéte du paguet f| Metadata+
Table de 2 L'entéte du pagquet
Flux
L'ensemible I:: 1 >I L'ensemble

d action — d action ra—
+ " " { E ;I

é 1-'_) Trouwver la priorité la plus haute parmi les entrées dans la table de Flux.

{_';'} Appliguer les instructions :

a- Modifier le paguet et mettre a jour les champs de correspondance
{appliquer les actions se trouvant dans les instructions)

b- hMettre a jour I'ensemble des actions
{effacer les actions et/ou les écrire)

c- Mettre a jour la Metadata

(;5 ) Envoyer les donndes et Fensemble des actions a la table suivante |

Figure 37- Traitement d'un paquet [39]
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2.2.14. Les Tables de groupe

La table de groupe contient des entrées, et chaque entrée une liste d’actions appelée Conteneur
D’actions. Les actions d’un ou plusieurs Conteneurs d’actions sont appliquées sur les paquets
envoyeés au groupe.

Chaque entrée dans la table de groupe contient :

Identifiant de Type de Groupe Compteurs Conteneurs
Groupe D*actions
» L’identifiant de groupe : c’est un entier de 32 bits.
> Le Type de groupe : sert a déterminer le type du groupe « All — Select — Indirect — Fast
Failover »
» Lescompteurs : mis a jour quand un paquet est traité par un groupe.
» Conteneur d’action : un ensemble d’actions et de parameétres associés, qui sont définies

pour les groupes.

2.2.15. Message OpenFLow

Le protocole OpenFLow supporte trois types de messages. Messages Contréleur vers Switch,

messages asynchrone et messages symétrique, chaque type a une sous-catégorie. [40]

2.2.15.1. Les Messages depuis le Controleur vers Switch

Sont initiés par le controleur, ils servent a gérer ou vérifier I’état du switch, ces types de messages

peuvent ou non demander une réponse de la part du switch.

e Features : lors du Handshake le contrbleur peut demander I’identité et les capacités
d’un switch en envoyant une requéte.

e Modify-State : Ce type de message est envoyé pour gérer I’état dans les Switch. Sa
fonction primaire est d’ajouter, modifier ou effacer les entrées dans les tables OpenFlow
Flow/Groupe.

e Read-state : Ces messages sont utilisés par le contréleur pour collecter différentes
informations du switch, comme sa configuration actuelle, des statistiques et des

capacités.
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e Packet-Out : sont utilisés pour transférer les paquets recus par les messages Packet-In.
Soit ils contiennent le paquet en entier soit I’id du buffer faisant référence au paquet
stockeé dans le switch. 1ls doivent contenir aussi une liste d’actions a appliquer, s’il n’y a

pas d’action définie le paquet sera détruit.

a. Les Messages asynchrones

Les messages asynchrones sont envoyeés par le switch vers le contrdleur pour

indiquer un changement d’état ou I’arrivé d’un paquet.

e Packet-In : Avec ce type de message le switch transfere I’arrivé d’un paquet au
controleur.
e Flow-removed : informe le contrdleur de la suppression d’une entrée dans la table de Flux

e Port-Status : Informe le contréleur d’un changement sur un port du switch.

b. Les Messages symétriques
Les messages symeétriques sont envoyes sans aucune sollicitation ni du switch ni

du controleur.

e Echo : ont comme utilité la vérification de la connectivité entre switch et contrdleur.
e Hello : Ces messages sont échangés entre les deux une fois la connexion établie.

e Error : Utilisé pour signaler de part et d’autre des problemes de connexion.

Test de connectivité

Controleur OpenFLow

.
e e |
~ Buffer 10 =y T
sl IDLE TirmerOant Z0 %
b Hard Timehuie = 60
Action : FWD port ETHZ2
Pricritd = S000
B v 'j . & ohir "
suni Ty ETH Q.- - ETH 2 T
L 4 g | e | -
o —.‘;‘;_q'" - Fouvslls antrds dens |s table de
| Plluim (RAL-=RAZ)
---\_\-"\-\._ r
|2
B i
[T
o J |T-E- ‘
5 5
o o
e a— | Ja—
= . = .
MMachine 1 rachine 2

Figure 38- architecteur test de connectivité
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2.2.16. Opportunités et défis des SDN

v' Opportunités
L approche SDN présente de multiples avantages pour faciliter et améliorer les

taches des administrateurs réseau. Nous allons détailler quelques-uns. [41]

v Réseau programmable
Avec SDN, il est plus simple de modifier les stratégies réseaux. La centralisation de
la logique dans un contrbleur est entierement personnalisée avec des connaissances
globales et une puissance de calcul élevée, simplifient le développement des fonctions

sophistiquées.

v La flexibilité
SDN apporte également une grande flexibilité dans la gestion du réseau. Il devient
facile de rediriger le trafic, d’inspecter des flux particuliers, de tester de nouvelles stratégies
ou de découvrir des flux intermédiaires.

v Le routage
SDN gére les informations de routage de maniére centralisée en déléguant le routage

et en utilisant une interface pour le contréleur.

v Politique unifiée
SDN garanti une politique réseau unifiée et a jour grace a son contrdleur car

le contrdleur est responsable de I’ajout des regles dans les commutateurs.

v Gestion du cloud
SDN geére de maniére trés simple une plateforme cloud. La dynamique apportée par

SDN traite des problémes spécifiques au cloud tels que I’évolutivite, I’adaptation, ou des

mouvements de machines virtuels.

v Simplification matérielle
SDN a tendance a utiliser des technologies standards et de bases pour contrdler les
équipements du réseau, tandis que la puissance de calcul n’est requise qu’au niveau du

contréleur. Ainsi, les équipements de réseau deviendront des produits & bas prix offrant des
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interfaces standard. Avec ce type de matériel, il serait également simple d’ajouter de
nouveaux peériphériques, puisqu’ils ne sont pas specialisés, de les connecter au réseau et de
laisser le contrbleur les gérer conformément a la politique définie. Ainsi le réseau devient

facilement évolutif dés que le contr6leur est évolutif.

2.2.17. Les défis des réseaux SDN

Les réseaux SDN ont connu plusieurs défis que ce soit sur le plan de données ou sur le plan
de contréle. Pour notre travail, nous allons présenter des défis au niveau du plan de contrdle. Ces

derniers comprennent la performance, la scalabilite, la fiabilité et la securité. [41]

2.2.17.1. La performance

La performance des controleurs SDN reste un domaine trés important. Depuis I’arrivée des
SDN, les chercheurs essayent toujours d’améliorer les performances des contréleurs. La technique de
SDN est basée sur les flux, du coup ces performances sont mesurées en fonction de deux métriques :
le temps nécessaire pour instaurer un nouveau flux dans les commutateurs et le nombre de flux que

le contréleur peut traiter par seconde.

2.2.17.2. Lascalabilité

La scalabilité ou I’évolutivité du réseau SDN est un autre défi que présente ce paradigme.
Comme nous le savons, plus la taille du réseau augmente, plus des demandes sont envoyées au
contréleur. Donc a un moment donné, le contrdleur peut étre incapable de traiter toutes les

demandes.

2.2.17.3. Lafiabilité

On fait allusion aux premiers déploiements des SDN. Un seul contrdleur est utilisé, et ce
dernier est responsable de tout le réseau. S’il tombe en panne ou devient défaillant alors c’est tout

le réseau qui devient indisponible.
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CHAPITREZ2. RESEAU DEFINIT PAR LOGICIEL SDN

2.2.17.4. Lasécurité

Les SDN presentent un défi majeur pour la sécurité. Le fait que toute I’intelligence du réseau
soit centralisée en un point qui est le contréleur peut rendre ce dernier vulnérable. Si le contréleur
devient indisponible ou compromis tous les aspects du réseau serons endommageés ¢’est pourquoi
il représente un point critique. Le réseau SDN est soumis a plusieurs problémes de sécurité tels
que le déni de service, I'usurpation d’identité, I’élévation des privileges, la falsification, la

répudiation, etc.

2.2.18. Impacte des réseaux SDN

Malgré tous ses avantages, I’approche SDN a des impacts importants dans I’utilisation des
réseaux. On ne peut dire des inconvénients mais des changements qui nécessitent un co(t. Nous
allons en citer quelques un : Un probléme de dotation qui veut dire une reformation du personnel
ou recrutement de nouvel agent pour bien se familiariser a son utilisation. Il faut une tres grande
réorganisation, des partages, d’information entre entreprises, d’applications, serveurs et équipes
réseautages. Comme nous I’avons évoqué ci-dessus, intervient le probléme de codt pour le
recyclage, une réorganisation, de nouvelle licence, perte de continuité des activités lors du
déploiement initial. Et pour la sécurité, on peut noter que c’est une nouvelle technologie, avec de
nouveau protocoles qui peut aboutir a des faiblesses et de vulnérabilité. Et pour finir Le SDN ne
permet pas de : réduire la dépendance vis-a-vis de la topologie spécifique du matériel physique sous-
jacent, virtualiser toutes les fonctions et tous les composants réseau, déployer des réseaux en

parallele avec des ressources de calcul et de stockage virtualisés. [43]

Conclusion

La solution SDN offre des avantages significatifs pour les réseaux programmables, en permettant

une gestion plus efficace et securisé des réseaux d’objets connectées, une bonne connectivité et meilleure

gestion de la bande passante. Dans ce chapitre on a introduit le concept de SDN en expliquant les

différentes couches de I’architecture de SDN. Le but était de montrer que cette approche permettait de

rendre les réseaux programmables, évolutifs et faciles a jouer. Dans le chapitre suivant, nous présentons

les différents composants d'un réseau SDN
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Chapitre 3
LA MISE EN PLACE ET RESULTATS

3.1. Introduction

Dans ce chapitre nous allons apporter notre solution en tenant compte de I’existant, en
améliorant I’architecture existante et en ramenant de la nouveauté du point de vue sécuritaire

fiabilité et performance.

3.2. Architecture proposee

C’est une topologie SDN dans un réseau local composée d’un controleur SDN

opendaylight avec 6 commutateurs openflow

controleur SDN

# switch openflow
switch openflow switch oprnfiow SLTEL ;genﬂuw 52
53 sS4 / \ l \
/ / I \ ' N\

{ - == /- o 9
== ' e PC_PT
g b e Laptop-PT PCPT PC-PT e

PC-PT Hs Hs H7

1
PC-PT

Laptop-PT PC-FT
H1 H2

H3 H4

Figure 39- la topologie SDN mise en place
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Pour cette partie nous avons choisi de faire I’étude avec le contrdleur opendaylight qui nous

a donner de bons résultats dans I’étude comparative

3.3. Outils & Technologies

< Minnet

Mininet est un émulateur de réseau qui crée un réseau d'hotes virtuels, de

commutateurs, de contréleurs et de liens. Les hotes Mininet exécutent un logiciel

* réseau Linux standard et ses commutateurs prennent en charge OpenFlow pour
B ok un routage personnalisé tres flexible et une mise en réseau définie par logiciel.
4 switches
A hosts
s dlux

Le module utiliser par opendaylight pour I’affichage graphique

de topology , flowtable et plusieurs features.

& Nodes

< vmware workstation

VMware Workstation est une gamme de produits Desktop Hypervisor
qui permettent aux utilisateurs d'exécuter des machines virtuelles, des

conteneurs et des clusters Kubernetes. En savoir plus sur le produit.
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% solarputty

Est un émulateur de terminal doublé d'un client pour les protocoles SSH,
Telnet, rlogin, et TCP brut. 1l permet également des connexions directes par
liaison série RS-232. A l'origine disponible uniquement pour Windows, il est &

présent porte sur diverses plates-formes Unix

¢ postman

Postman facilite la création et I'envoi de requétes API. Envoyez
une demande pour tester un endpoint, récupérer des donnees a partir

d'une source de données ou essayer la fonctionnalité d'une API.

3.4. Taches

1. Configurer la machine virtuelle Mininet .
2. Installez OpenDaylight sur Ubuntu 20.04
3. création de la topologie SDN.

4. envoyer des requétes openflow a partir de la couche d'application

3.4.1. Présentation de I’environnement de travail
3.4.1.1. Installation de VMware Workstation pro

VMware Workstation est un outil de virtualisation il permet de créer de nouvelles
machines virtuelles, transformer un PC en une machine virtuelle et effectuer un déploiement en
masse.Afin de créer les machines utilisateurs virtuelles au sein du méme pc, nous sommes appelés
a installer VMware Workstation en suivant les étapes d’installations jusqu’a la fin puis cliquer sur

le bouton « terminer »
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MNew Virtual Machine Wizard

WORKSTATION
PRO”

X MNew Virtual Machine Wizard

Welcome to the New Virtual

Choose the Virtual Machine Hardware Compatibility
Which hardware features are needed for this virtual machine?

Machine Wizard Virtual machine hrdware compatibiity

What type of configuration do you want? Compatible with: ESX Server

(0 Typical (recommended)

Create 2 Workstation 15.x virtual machine Fusion 11.x
in a few easy steps.

@®~Zustom (advanced)

Create a virtual machine with advanced
options, such as a SCST controller type,
virtual disk type and compatibility with
older VMware products.

Hardware compatibility: | AYorkstation 15.x o
Compatible products: Limitations:

&4 GB memory
Workstation 15.x 16 processors

10 network adapters

8 TB disk size

3 GB shared graphics memory

<Back [ Mewtz || cancel || || Hep

<Bock | [ Mext> || Caneel

File Edit View VM Tabs Help

) Home

vmware

WORKSTATION 155 PRO™

® i 2
£

Create a New Open a Virual Cannect 102

Virtual Machine Machine Remote Server

Figure 40 : L’interface graphique de VMware Workstation pro.
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3.4.1.2.  Configurer la machine virtuelle Mininet

» Telecharger mininet VM

Option 1 : Installation de la VM Mininet (facile, recommandeée)

L'installation d'une VIV est le moyen le plus simple et le plus infaillible d'installer Mininet, c'est donc ce par quoi nous
vous recommandons de commencer.

Suivez ces étapes pour une installation de ViV

1. Téléchargez une image de machine virtuelle Mininet a partir des versions Mininet .

2. Téléchargez et installez un systéme de virtualisation . Nous recommandons ['une des options gratuites suivantes :

.

VirtualBox (GPL, macOS/Windows/Linux)
VMware Fusion (macOS)
Lecteur Viiware Workstation (Windows/Linux)

Vous pouvez egalement utiliser I'un des éléments suivants :

-

.

Qemu (gratuit, GPL) pour n'importe quelle plateforme
IMicrosoft Hyper-V (Windows)
FVI (gratuit, GPL, Linux)

Mininet 2.3.0 (oeme)

Mininet 2.3.0

Annonce de sortie :

http://mininet.org/blog/2021/02/28/announcing-mininet-2-3-0/

Notes de version :

https://github.com/mininet/mininet/wiki/Mininet-2.3.0-Release-Notes

Instructions de téléchargement et de mise a niveau :
http://mininet.org/download/

Sommes de contréle des images de VM :
sha256sum-2.3.0-bionic64server.txt
sha256sum-2.3.0-focal64server.txt
sha256sum-2.3.0-xenial64server.txt
sha256sum-2.3.0-xenial32server.txt

Images de machine virtuelle :

Des images de VM prédéfinies sont disponibles pour les versions récentes d'Ubuntu LTS,

MNous recommandons I' image de la machine virtuelle Ubuntu 20.04.1, sauf si vous avez besoin d'une version antérieure.

Voir « Actifs » ci-dessous

Figure 41 : Téléchargement Mininet
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» Créer la machine virtuelle Mininet
sur VMware workstation taper sur open:

File Edit View VM Tabs Help 1] - ==

l_@ MNew Virtual Machine... Ctrl+MN

= New Window [
Open... Ctrl+O
Scan for Virtual Machines...
Close Tab Ctrl+ W

E'.;_ Connect to Server... Ctril+L

2 Virtualize a Physical Machine...

[Lim| Map Virtual Disks..

Exit

Figure 42: Créer la machine virtuelle Mininet

> Choisir Mininet VM

Q Vivtware Workstation
B Ouvrir X

T » CePC » Bureau » sdn v O Rechercher dans : sdn p

Organiser v Nouveau dossier s+ T 0
Nom Modifié le Type Taille
3 Accés rapide I E2iE =

Microsoft office 2013 Dossier de fichiers

@ OneDrive - Personal office 2016
{#L mininet-2.3.0-210211-ubuntu-20.04,1-leg...

Dossier de fichiers

Open Virtualizatio... 4Ko rION PRO

& cepPC
2 Bureau
| Documents |
&= Images E
D Musique

J Objets 3D

Jb Téléchargements
B vidéos

| Virtual
ichine

‘s Disque local (C)
- DD

¥ Réseau

Mom du fichier : | mininet-2.3.0-210211-ubuntu-20.04.1-legacy-server-amdfd V| All supported files w

Quvrir Annuler

Figure 43: ouvrir Mininet
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» La configuration nécessaire

Une fois VMware lance, nous devons d’abord augmenter I’espace du disque de la

VMware comme I’indique la Figure

[] youua

P Power on this virtual machine
[[¢ Edit wirtual machine settings
[ Upgrade this virtual machine

~ Devices

EaMemory 3.0 GB

{7 EProcessors 2

£ Hard Disk (SCSI) 2 GBE

Mo Metwork Adapter Bridged (Autom...
USE Controller Present
[CIDisplay Auto detect

Figure 44: configuration Mininet

» Démarrer mininet
Login : mininet

password : mininet

Ubuntu 20.04.1 LTS mininet-um ttyl

mininet-vn login: mininet
Password:
Welcome to Ubuntu 20.04.1 LTS (GNU/Linux 5.4.0-4Z2-generic x86_64)

* Documentation: https://help.ubuntu.con
* Management : https:r/slandscape.canonical .com
* Support: https:/subuntu.com/advantage

Figure 45 :Démarrer Mininet
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> Tester mininet

pour activer mininet taper la commande : sudo mn

mininet@mininet-un:™5 sudo mn
Creating network

Adding controller
fAdding hosts:

2

Adding switches:

EENE
EENE
EENE

hi h

EENE

s1

EENE

(]’]1:

EENE

hi h

EENE

c

EENE

s1 .
-

mini

Adding links:

=1) (hZ, =1)

Conf iguring hosts

2

Starting controller

Starting 1 switches

Starting CLI:
net> _

Figure 46 :Tester Mininet

> Trouver adresse Mininet

mininetBmininet-um:"~%

ifconfig

eth: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500

inet 192.168.7.241 wnetmask 255.255.255.0 broadcast 192.168. 7.255

ether 00:0c:29
R¥X packets 52

:ch:63:Be  txqueuelen 1000
bytes 5483 (5.4 KB)

(Ethernet)

RX errors 0 dropped 0 overruns 0 frame 0

TX packets 83

TX errors 0 dropped O overruns @ carrier O collisions 0

lo: flags=7?3<UP,LOOPBA
inet 127.0.0.1
loop txqueuel
RX packets 5

bytes 7521 (7.5 KB)

CK,RUNNING> mtu 65536
netmask £55.0.0.0

en 1000 (Local Loopback)

bytes 390 (390.0 B)

R¥X errors @ dropped 0 overruns 0 frame O

TX packets 5

TX errors 0 dropped O overruns @ carrier 0 collisions 0

mininetBmininet-um:™~5

bytes 390 (390.0 B)

Figure 47:adresse Mininet.
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3.4.1.3. Installez opendylighth sur ububtu 20.04

Tout d’abord je choisis le serveur ubuntu pour y installer opendaylight

» Télécharger I’'image iso d’ubuntu server

b 2 La derniére version LTS d'Ubuntu Server. LTS signifie support a long terme, ce qui
U un tU 4 . O 4 LTS signifie cing ans de mises a jour de sécurité et de maintenance gratuites, étendues a

10 ans avec Ubuntu Pro.

Télécharger 24.04 LTS 2.7 Go

Téléch: nts alternatifs »

Quioi de neuf Configuration requise Comment installer

@ Noyau Linux 6.8 avec fonctionnalités de noyau a faible latence activées par
défaut

@ Pointeurs de trame activés par défaut pour la majorité des packages sur les
architectures x86

Rust 1.75, .NET 8 et OpenJDK 21 avec certification TCK en plus d'autres mises a

niveay de la chaine d'outils
time_t 64 bits par défaut sur armhf pour résoudre le probléme de l'année 2038

Espaces de noms d'utilisateurs non privilégiés appliqués par AppaArmar et

restreints par défaut

Figure 48:télécharger I’image iso d’ubuntu server

» Créer une machine virtuelle avec cette image iso

File Edit View VM Tabs Help il - @

New Virtual Machine... Ctrl+N

= New Window

Open... Ctrl+O

Scan for Virtual Machines...

Close Tab Ctrl+W
EL Connect to Server... Ctrl+L

571 Virtualize a Physical Machine...

[ Map Virtual Disks...

Exit
|

Figure 49: création une machine virtuel ODL
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» Configuration nécessaire

[C] Yyouu

P Power on this virtual machine
[z Edit virtual machine settings

> Devices
EMemory 3.0 GB
~EProcessors 2
=\ Hard Disk (SCSI) 20 GB
(=) CD/DVD (SATA) Using file C\ubu...
S Metwork Adapter Bridged [Autom...
USE Centroller Present
c]i Sound Card Auto detect
(=1 Printer Present
[C1Display Auto detect

Figure 50 : configuration ODL

» Installer openDayL.ight sur ubuntu server VM

- Utilisé un émulateur de terminal

L’utilisation direct sur la machine virtuelle ubuntu server n’est pas de tout pratique par

exemple on peut pas utilise copie coller et on peut pas modifier.

Pour trouver adresse ip de cette machine taper ifconfig

carrier @ collisions @

collisions &

Figure 51 : affichage adresse ip Mininet
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» Sur solar putty

« Créer une nouvelle session

Assurez-vous que le nom et mot de passe sont les méme que la machine virtuel 24

EDIT SESSION DETAILS

Session name

yau

IP or hostname Port
192.168.7.106 22

Type of connection
S5Hw2 -

Use credentials

youu W

CUSTOMIZATION
(] set custom color of this session
[ Use post-authenticate script

(] Enable session logging

Save Cancel

Figure 52 : session ODL
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» Taper la commande ifconfig pour rassurer I’adresse de contrdleur

yubasdn@

Figure 53 : adresse IP ODL

> Préparer le systeme d'exploitation
Sur Cette session exécutez : une mise a jour apt-get, qui actualise la liste des packages

disponibles.

sudo apt-get update

» Installez unzip :

Pour décompresser l'archive OpenDaylight :

%uhaadn@se*ue*cd:wi sudo apt-get -y install unzip vim w

> Installe JAVA jre

Les architectes OpenDaylight ont concu OpenDaylight pour I'écosysteme Java.

OpenDaylight nécessite un environnement Java (JRE) pour fonctionner.
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» Pour que I’ODL fonctionne il faut télécharger la version 8 de java

yubasdn@serverod:~% source ~f

» Pour vérifier si le JAVA_HOME est correctement configuré

Vous pouvez suivre les étapes suivantes : Ouvrir un terminal (ou une invite de
commande sur Windows). Saisir la commande suivante pour afficher la valeur de
JAVA HOME :

yubasdniserverod:~% echo $JAVA HOME

> Télécharger le fichier d’opendaylight

» Créer un nouveau dossier sur usr/local pour décompresser le fichier karaf

yubasdn@servercod:~% sudo mkdir fusr/lc
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» Déplacer OpenDaylight téléchargé vers le répertoire Karaf

» Install et configuration des chemins pour le fichier karaf

ives --config karaf

» Executer OpenDaylight avec la commande suivante

ubasd nul SErVEra % E karaf

Figure 54 Démarrer opendaylight
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» Installer features besoin pour une installation excellente de opendaylight

cdl-dluxapps

odl-dluxapps-nodes

Une fois ces fonctionnalités installées avec succes. Accédez a l'interface utilisateur dlux a

I'adresse : http://<controller_ip@>:8181/index.html.

» Dans notre cas notre adresse dlux est_http://192.168.7.106:8181/index.html.

€ (&} A Mon stowiié  192.168.7.106:8181 findex hitmb¥Togin

Fiease Sign In

. OPEN

Figure 55 : Accés a I’ interface utilisateur dlux opendaylight
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» Pour accéder a I'intérieur de I’interface dlux opendaylight

On utilise les informations d'identification par défaut sont admin/admin pour la connexion.

L o A Non sécurisé  192.168.7.106:8 181 findex htmi® topalog

9, Topology

Controls
Roload

Figure 56 : I'interface dlux opendaylight

3.4.1.4.  Creéation de la topologie SDN

Aprés télécharger mininet (partie infrastructure) et openDayLight Controller (partie contrdleur)

on va créer notre topologie SDN :

1- test la connectivité entre mininet et openDayLight Controller

L’adresse ip de mininet VM est : 192.168.144.128

L’adresse ip de contrdleur ODL est : 192.168.144.134
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Mininet

yubasdn@serverod:™5 ping 192.168.7.106

PING 192.168.7.106 (192.168.7.106) 56(84) bytes of data.
641 bytes from 192.168.7.106: icmp_seq=1 ttl=-64 time=0.0Z0
64 bytes from 192.168.7.106: icmp_seq=2Z ttl=-64 time=0.113
61 bytes from 192.168.7.106: icmp_seq=3 ttl1=61 time=0.029

.7
.7

61 bytes from 192.168.7.106: icmp_seqgq=1 ttl1=61 time=0.036
.7

61 bytes from 192.168.7.106: icmp_seq=5 ttl=64 time=0.0Z8

“C

—— 192 .168.7.106 ping statistics ——

5 packets transmitted, 5 received, @+ packet loss, time 411Zm=
rtt mincavg-smax-sndev = 0.020-0.045-0.113-0.034 nm=s
yubasdneserverod: ™5 c

Figure 57 : L’adresse ip de mininet VM

ODL

yubas
PING
B4

7.241 ping st:
nitted,

Figure 58 :L’adresse ip de ODL VM
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» Créer la topologie sur mininet

GNU nano 4.8 nytopo.py

from mininet.net import Mininet

from mininet.node import RemoteController, OUSSwitch
from mininet.link import TCLink

from mininet.cli import CLI

from mininet.log import setLogLevel

def 0:
net = Mininet(controller=RemoteController, switch=0U53witch, link=TCLink)
.addController('cO0’, controller=RemoteController, ip='192.168.7.106", port=6653)

.addSuitch('s1")
.addSuitch('s2")
.addSuitch('s3")
.addSuitch(’'s4")
.addSuitch('s5")
.addSuitch(’'s6’)

net.addHost("hl’,ip="10.0.
net.addHost("h2' ,ip="10.0.
net.addHost("h3',ip="10.0.
net.addHost("h4' ,ip="10.0.
net.addHost("hS' ,ip="10.0.
net.addHost("he",ip="10.0.

Help ] Urite Out @Y Where Is @i Cut Text @] Justify i Cur Pos Undo
Read File g Replace Paste Text g To Spell Go To Line Redo

GNU nano 4.8 nytopo .py Modified

.addHost("hl' ,ip="10.
.addHost("hZ' , ip="10.
.addHost("'h3',ip="10.
.addHost("hd" ,ip="16.
.addHost("hS' ,ip="10.
.addHost("he' , ip="10.
.addHost("h?',ip="10.
.addHost ("h8" , ip="106.

L L I | N V| A 1}
[clcloloRolcgolal
[clclololologolol
LU b W=
(R R )

.addLink(s1,
.addLink(sZ,
.addLink(sZ,
.addLink(sZ,
.addLink(sZ,

.addLinkt(hil,
.addLinkChZ,
.addLink(h3,
.addLink(h%,
.addLink(hS,
.addLinkChb,
.addLink(h?,
.addLink(hg,

#iE Get Help i Urite Out @ Where Is i3 Cut Text i Justify fi® Cur Pos Undo
bl Exit Read File | Replace Paste Text gy To Spell Go To Line Redo
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GHU nano 4.8 mytopo.py Modified

addLink(s1,
addLink(sZ,
addLink(s2Z,
addLink(sZ,
addLink(sZ,

addLink(Chl,
addLink(hZ,
addLink(h3,
addLink(h4,
addLink(hS,
addLink(hbt,
addLink(h?,
addLink(h8,

net.start()

CLIt(net)
net.stop(ld

if _ mame__ == '_ main__":
setLoglevel (" info" )
myTopology()

& Get Help i Urite Out @ Where Is B Cut Text ] Justify #i® Cur Pos Undo
Exit Read File p RBeplace Paste Text gy To Spell Go To Line Redo

Figure 59 : script python

Taper la commande ctrl+O pour enregistrer le script python (mytopo.py) ensuite ctrl+x pour

revenir au terminal mininet.
» Executer le script python

Taper la commande sudo python3 mytopo.py sur mininet vm

mininet@mininet-uvm:~5 sudo python mytopo.py
e Conf iquring hosts

hl hZ h3 h4 hS ht h? hi

s J3tarting controller

c

s Starting 6 switches
=1 =2 =3 =4 =5 =b

e Jtarting CLI:
mininet> _

Figure 60 : Exécution du script python
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> Tester connectivité

Taper la commande pingall

mininet> pingall
: testing ping reachability
hZ h3 hd hS ho h? hd
hl h3 h4 hS ho h? hd
hl hZ h4d hS ho h? hd
hl hZ h3 hS ho h? hd

hi hZ hd h4 ht h? hid

hi hZ hd h4 h5 h? hi

hi hZ hd h4 h5 h6t hid

hi hZ hd h4 h5 h6 h?
e Results: 0« dropped (5656 received)
mininet> _

Figure 61 : tester la connectivité

» Voir la topologie sur GUI openDaylight

&« c A\ Non sécurisé  192.168.7.106:8181/index.html#/topology __

Y, Topology

% Topologie =
Controles

Recharger

host:72:23:75:34107:35

host:72:9:6b:7h:d6:6¢
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Controles

host:72:23475:34:07:25

host:e2:d0:fe:c2:39:dc

ostiea:69:71:49:12:fe
Towe:2
SREE host: 72:f9:6b: 7h:d6:6c

hostila:deidlieci 63:94 hostiOziad:n8 ez 1025

Figure 62 : topologie opendaylight
» La configuration de base des différents hotes est donnée par la table suivante :
Adresse MAC Adresse IP
ea 69 :71:49 :12 :fe 10.0.0.0.1
1a :dc :dO0 :ec :63 :94 10.0.0.0.2
Oa:ad :b8 :ca :10 :e5 10.0.0.0.3
72 :f9 :6b :7b :d6 :C6 10.0.0.0.4
9e :a3 :4e :18 :0a :cc 10.0.0.0.5
72 :a3:75:34 :07 :a5 10.0.0.0.6

6e :02 :4d :86 :8b :12 10.0.0.0.7

e2 :d0 :fe :c2 :39 :dc 10.0.0.0.8

Tableau 4 : Informations Hobtes
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» Tester la connectivité entre les hots
Sur terminal mininet command :

hl ping h2

mininet> hl ping hZ

PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data.

b4 bytes from 10.0.0.2: icmp_seq=1 ttl1=64 time=0.235
b4 bytes from 0.0.2: icmp_seq=Z tt1=64 time=0.080
b4 bytes from 0.0.2: icmp_seq=3 tt1=64 time=0.102
b4 bytes from 0.0.2: icmp_seq=-1 tt1=64 time=0.052

b4 bytes from 0.0.2: icmp_seq=5 tt1=64 time=0.138

“C

——— 10.0.0.2 ping =statistics —

5 packetz transmitted, 5 received, 0+ packet loss, time 4076bms
rtt minsavgsmaxsmdev = 0.052-.0.121.-0.235-0.063 m=

mininet>

Figure 63 : ping hote 1 vers hote 2

h1 ping -c3 h2

mininet> hl ping —c3 hZ

PING 10.0.0.2 (10.90.0.2) 56(84) bytes of data.

641 bytes from 10.0.0.2: icmp_seqg=1 tt1=641 time=0.047 m=s
64 bytes from 10.0.0.2: icmp_seq=2 ttl1=649 time=0.046 m=s
64 bytes from 10.0.0.2: icmp_seq=3 ttl1=649 time=0.041 m=s

—— 10.0.0.Z ping statistics ——

3 packets transmitted, 3 received, 0+ packet loss, time Z20Z27Vms
rtt mincsavg-smnax-mndev = 0.041-0.045-0.047-0.001 m=s

mininet>

Figure 64 : ping hote 1 vers hote 2 seulement pour les 3 premier paquet
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> Lister les nodes

Node d

Hode Name Node Connectors

openflow:4 st 4 Flows | Node Connectors
openflow:5 55 4 Flows | Node Connectors
openflow:g 56 4 Flows | Node Connectors
openflow:1 1 1 Flows | Node Connectors
openflow: 5 b Flows | Node Connectors

openflow:3 53 4 Flows | Node Connectors

Figure 65: Liste des nodes

> Nodes sur mininet

mininet> nodes
available nodes are:

c® hi hZ h3 h4 hS ht hY¥ h8 =1 =2 =3 =4 =5 =6
mininet>

Figure 66 : Affichage des nodes sur mininet
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! hl-etho:
: hZ-etho:
: h3-etho:
. h4-etho:
. h5—etho:
. h6—etho:
¢ h?-etho:

pid=4086>
pid=4090>
pid=4092>
pid=4094>
pid=4096>
pid=4098>
pid=4100>

: h8-etho: pid=4102>
<0USSwitch =1: lo: .0.0.1,s1-ethl:None pid=4068>
<0USSwitch s2: lo: .0.0.1,s2-ethl:None, s2-ethZ :None,sZ-eth3 :None, sZ2-eth4 :None,s2-eth5:None pid=407
1>
<0USSwitch s3: 10:127.0.0.1,53-ethl:None,s3-ethZ :None, s3-eth3 :None pid=4074>
<0VUSSwitch s4: 10:127.0.0.1,s54-ethl:None, s4-ethZ :None, s4-eth3 :None pid=4077>
<0USSwitch s5: 10:127.0.0.1,s5-ethl:None, s5-ethZ :None, s5-eth3 :None pid=4080>
<0U33witch =6: lo:127.0.0.1,s6-ethl:None,sb-ethZ :None,s6-eth3 :None pid=4083>
<RemoteController cO: .168.7.106:6653 pid=-4061>
mininet>

coocooooo
coocoooeO

DN WS WN -

Figure 67 : affichage I’état du réseau simulé

> Afficher flow table d’un switch

Taper la command suivante: sudo ovs-ofctl dump-flows s1 sudo ovs-ofctl del-flows s1

mininet> sh ovs—ofct]l dump-f lows =1
ovs—ofct]l: unknoun command "dump—f': use ——help for help
mininet> sh ovs—ofct]l dump-flows sl
cookie=0x2b00000000000006, duration=1022.281s, table=0, n_packets=205, n_bytes=17425, priority=100,
d1_type=0x88cc actions=CONTROLLER:65535
cookie=0xZb0000000000001b, duration=1018.285s, table=0, n_packets=168, n_bytes=13328, priority=Z,in

_port="g1-ethl" actions=CONTROLLER:65535

cookie=0xZb0000000000OO06, duration=1022.281s, table=0, n_packets=0, n_bytes=0, priority=0 actions=
drop
mininet>

Figure 68 : affichage de la table des flux du switch 1
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Tables de flux introduites Nous avons mis quelques configurations des tables de flux que nous
avons créé et introduites dans les différents Switches de la topologie via le contréleur SDN,

décrivant leurs comportements en fonction des paquets recu.

Statistiques du connecteur de nceud pour ID de nceud - openflow:1

ID du connecteur de Paquets  Paquets Octets de Octets Gouttes  Gouttes Erreurs  Erreurs Erreurs de trame |
neaud Rx d'émission réception d'émission Rx d'émission Rx d'émission Rx |
flux ouvert : 1:1 635 479 52867 40715 0 0 0 0 0 I
fluxouvert: 1:LOCAL 0 0 0 0 0 0 0 0 0 '

Figure 69 : Table de flux SW.OF.1

Statistiques du connecteur de nceud pour I'ID de nceud - openflow:2

ID du connecteur de Paquets Paquets Octets de Octets
no=ud Rx d'émission réception d'émission
flux ouvert : 2 : 1 318 674 44030 56182

flux ouvert : 2 : 2 572 656 47866 54530
flux ouvert : 2 : 3 572 648 47866 53746

flux ouvert : 2:4 572 648 47866 53746

flux ouvert : 2 : LOCAL 0 0 g ]

flux ouvert @ 2:5 572 648 47866 53746

Figure 70 :Table de flux SW.OF.2
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Statistiques du connecteur de nosud pour I'lD de nceud - openflow:3

flux ouvert : 3 : LOCAL 0 0 ] ]
flux ouvert : 3 : 1 670 286 55720 49056
flux ouvert : 3: 2 29 686 2002 87176

flux ouvert : 3: 3 28 674 1960 56000

Figure 71 : Table de flux SW.OF3

Statistiques du connecteur de nceud pour I'ID de nceud - openflow:4

flux ouvert : 4 : 1 670 594 55616 49736
flux cuvert : 4: 2 28 684 1960 56876
flux ouvert @ 4:3 28 6384 1960 56876
flux ouvert:4:LOCAL 0 0 0 0

Figure 72: Table de flux SW.OF4
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Statistiques du connecteur de nceud pour I'ID de nceud - openflow:5

flux ouvert : 5: 1 681 603 56551 50671
flux ouvert : 5: 2 28 695 1960 57811
flux ouvert : 5: 3 28 695 1960 57811
flux ouvert:5:LOCAL 0 0 0 0

Figure 73 :: Table de flux SW.OF5

Statistiques du connecteur de nceud pour I'ID de nceud - openflow:6

flux ouvert:6:LOCAL 0 0 0 0
flux ouvert : 6 : 1 &89 613 57231 51351
flux ouvert : 6 : 2 28 701 1960 58295

flux ouvert : 6:3 28 703 1960 58491

Figure 74 : Table de flux SW.OF6
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RESTCONF

La configuration et la programmation du réseau peut se faire directement en
communiquant avec I’API RESTCONF. Pour accéder & I’explorateur REST a partir d’un

navigateur et y poster des requétes il faut installer les fonctionnalités suivantes :

Ensuite introduire P'url <AdresselP> :8181/apidoc/explorer/index.html, qui nous
réorientera vers la documentation compléte de REST et toutes les interactions possibles avec
I’API.

* OpenDaylight RestConf API Documentation

Mounted Resources

Below are the list of APls supported by the Controller.

Figure 75 :Documentation du REST API
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Chague élément de cette liste dispose d’une panoplie d’instructions qui peut étre exploree

est utilisé par le biais de ce méme explorateur.

/config/configimodules/
m /config/config:modules/

@ fconfig/config:modules/
m /config/config:modules/

Figure 76: Types de requétes REST API

Quatre types de requétes sont supportés par I’API
» POSTMAN
Il est possible d’utiliser I’interface REST a partir d’un explorateur, mais on a trouvé plus
pratique de I’exploiter avec I’outil POSTMAN disponible en extension du navigateur Google
Chrome. Il offre une interface graphique intuitive et permet de sauvegarder les scripts dans

des collections (Essaye, 2017). Voici une vue d’ensemble de cet outil dans la figure 102.

(=} EE hatpf192168.7106;

Create a collection for your
requests

node-connector

Visualize response with Postbot

Figure 77:Vue d’ensemble de POSTMAN

Pour interagir avec n’importe quelle interface REST 3 éléments doivent étre fournis :

Les en tétes : Pour déclarer le langage du script introduit (json ou xml)
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et pourl’authentification.

L’Adresse : Celle-ci dépend de I’opération voulue (POST, PUT, DELETE,
GET), del’identifiant de I’équipement et du flux.

Le Corps du script : Pour les requétes POST et PUT on doit introduire les
donnéessous forme de code.

Aussi apres chaque requéte nous recevrons une réponse HTTP. Un code 200 veut dire quela
requéte a été effectuée avec succes, 400 et 500 par contre décrivent une erreur qui sera spécifié
au pied de la page.

» Configurer I'authentification ( protocoles SSH et SSL )

Params  Authorization®  Headers (12) Body e  Scriptse  Settings

Auth Type

Basic Auth 4 Username admin

admin

der will be automatically generated when

est. Learn more about Basic Auth

Figure 78: I’authentification
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> A présent nous allons envoyer une requéte PUT avec I’entéte suivant

Params  Authorizatione  Headers(12)  Bodye  Scriptse  Settings

Headers 10 hidden

Key Value Description
Content-Type application/xm
Accept application/xm

Figure 79: En téte d’une requéte PUT

Ensuite nous allons introduire le code suivant écrit en XML, qui consiste en une simple

opération de firewalling de couche 2, a I’adresse :

http://192.168.7.106:8181/restconf/config/opendaylightinventory:nodes/node/openflow:1/t
able/0/flow/1 Est I’identifiant du switch, 0 le numéro de la table et 1 I’ID de I’entrée flux. La

topologie du réseau est celle illustrée précédemment dans I’interface graphique du contréleur.
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<flow xmlna="urn:opendaylight:flow:inventory™>

€id>1</id> <!-— ID unigue du flux, assurez-vous que cet ID est different pour chague flux —->

<flow-name>»sl</flow-name>

timeout>0< / hard-time

</match>

<instructions>
<instruction>
<order>0</order?
apply-actions>

<action>

</apply-actions>
</instruction
</instructiona>
</ flows

Figure 80 Exemple de script XML

» Reésultat de la requéte envoyer
Nous recevrons une réponse HTTP. Un code 200 veut dire quela requéte a été effectuée avec

succes

Fri Y = = 9 e 2 S L
o Status: 200 0K Time: 245 ms  Size: 769 B Ir : ¢

Figure 81 : Résultat de la requéte envoyer
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3.5. Conclusion

Dans ce chapitre nous avons décrit les opérations d’administration les plus fréquentes. En
plus de la simplicité de I’'implémentation et le gain de temps considérable en ce qui concerne la
programmation du comportement des réseaux ce qui nous rend beaucoup moins limités en termes
de réalisation de topologies complexes comme dans le cas de réseau LAN. Les résultats ont
démontré la fiabilité de I’architecture en termes du respect des politiques prédéfinis. Un test
d’accessibilité a montré le comportement du réseau en termes de restrictions, celui-ci a confirmé

la conformité des communications envers ce qui a été préétabli.
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Conclusion génerale

Ce mémoire a mis en lumiere I'importance et les avantages de I'adoption du SDN au sein de Bejaia
Logistique. La flexibilité, la scalabilité et la centralisation offertes par cette technologie en font une
solution idéale pour surmonter les limitations des réseaux traditionnels. A travers l'analyse théorique
et les simulations pratiques, nous avons démontré comment le SDN peut transformer les

infrastructures réseau

Notre étude a non seulement confirmé les bénéfices du SDN pour la gestion réseau, mais a
également souligné les défis techniques et opérationnels a surmonter pour une implémentation réussie.
En particulier, I’importance d’une stratégie de migration bien planifiée et d’une formation adéquate

pour le personnel a été mise en évidence.

En conclusion, le SDN représente une avancée majeure dans le domaine des réseaux
informatiques, offrant une réponse adéquate aux exigences croissantes de modernité et de performance.
Ce travail constitue une contribution significative a I’innovation technologique au sein de Bejaia
Logistique, ouvrant la voie a des réseaux plus intelligents et adaptatifs. Les perspectives futures
incluent I'intégration de nouvelles technologies émergentes et I'optimisation continue des performances

réseau grace a des recherches et des développements continus dans le domaine du SDN.
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Résumé : Avec I'évolution rapide des technologies et des besoins en connectivité, les réseaux
traditionnels montrent leurs limites. Pour y remédier, de nombreuses entreprises se tournent vers les
réseaux SDN (Software-Defined Networking), qui permettent une gestion centralisée et une
meilleure programmabilité des infrastructures. Cette étude vise a concevoir et mettre en place un
réseau SDN pour Bejaia Logistique. La question centrale est de savoir comment un réseau SDN peut
améliorer la gestion et la performance des réseaux de I'entreprise. Une analyse de l'infrastructure
actuelle a révélé ses limitations et besoins d'amélioration. Une étude des concepts SDN, incluant
contrdéleurs, commutateurs et protocoles comme OpenFlow, a été menée. Sur cette base, une
architecture SDN adaptée a été proposée et mise en ceuvre avec des outils comme VMware
Workstation et Mininet. Les résultats montrent que le SDN offre une flexibilité accrue, une gestion
unifiée améliorée, et une optimisation des réseaux informatiques, répondant efficacement aux besoins

de connectivité et de gestion des données de I'entreprise.

Mots cles — SDN, OPENFLOW, OVSWITCH

Abstract: With the rapid evolution of technology and increasing connectivity and data management
needs, traditional networks show their limitations in terms of flexibility and efficiency. To address
these challenges, many companies are exploring the implementation of SDN (Software-Defined
Networking) networks, which allow for centralized management and better programmability of
network infrastructures. This study aims to design and implement an SDN network for Bejaia
Logistics. The main issue addressed is how the implementation of an SDN network can improve
network management and performance within the company. A detailed analysis of the company's
current infrastructure was conducted, highlighting its limitations and areas for improvement. An in-
depth study of SDN concepts and principles was also carried out, including essential components such
as SDN controllers and switches, as well as protocols like OpenFlow. Based on these analyses, an
SDN architecture tailored to the company was proposed. Practical implementation was carried out
using tools like VMware Workstation and Mininet, with detailed procedures for installation and
configuration provided. The results of this implementation show that the SDN network offers greater
flexibility, improved unified management, and optimization of IT networks, allowing the company to
effectively meet its growing connectivity and data management needs. These findings suggest that
adopting SDN networks could be a viable and advantageous solution for many companies seeking

enhanced network management and performance.

Key-words- SDN, OPENFLOW, OVSWITCH
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